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Physical Applied Mathematics



Q: What is Physical Applied Maths?

A: PAM is like cooking...

Often the ingredients (physical principles) are already known but 
not the way (mathematics/equations/couplings) to turn them into a 
nice dinner 

With some creativity, many new dishes (novel phenomena) can be 
created (discovered/understood)
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• intellectual challenge

• obtain general understanding of physical 
phenomena and the world around us

• be able to make prediction about physical 
processes

• development of general tools to be applied 
to other fields

Why study Applied Maths?

Wednesday, February 5, 14
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Oogenesis

Shvartsman lab, Princeton

Discrete active matter

Nature Physics 2018
PNAS 2016

Nature Physics 2019
Nature Microbiology 2019

Physical Review Letters 2019
PNAS 2019

Drescher lab, MPI Marburg

Bacterial biofilms Bacterial swarming

Drescher lab, MPI Marburg



Continuous biological (&) soft matter

Curvature-controlled 
pattern formation 

Reis lab, MIT MechE ⇒ EPFL

Development 2017
Developmental Cell 2019

Nature Materials 2015
Physical Review Letters 2016

Martin lab, MIT Biology

Morphogenesis

PNAS 2018
Science 2020

Thin structures 

Kolle lab, MIT MechE
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Goldstein lab, Cambridge

Geometric control of
microbial suspensions Cell membranes

Fakhri lab, MIT Physics

Energy transport in 
active fluids

Continuous active matter

PNAS 2012
Physical Review Letter 2013

PNAS 2017
J Fluid Mech 2018

Nature Physics 2020 (in press)
Physical Review Letters 2013

PNAS 2013
eLife 2014

Nature Physics 2016

Active fluids 



Historical backdrop … quiz:

Some famous thought on 
Applied Math ?



'Eureka, Eureka' 
(Archimedes)

Some famous thoughts on 
Applied Maths

c. 287 BC - c. 212 BC 

Wednesday, February 5, 14



'Mathematic is written for mathematicians'
(Nicolaus Copernicus)

Some famous thoughts on 
Applied Maths

19 February 1473 – 24 May 1543

Wednesday, February 5, 14

1543



'It would be better for the true physics 
if there were no mathematicians on 

earth'
 (Daniel Bernoulli)

Some famous thoughts on 
Applied Maths?

8 February 1700 – 17 March 1782

Wednesday, February 5, 14



'Now I will have less distraction' 
(Leonhard Euler, upon losing the use of his right eye)

Some famous thoughts on 
Applied Maths

15 April 1707 – 18 September 1783

Wednesday, February 5, 14
https://www.maa.org/press/periodicals/convergence/leonard-eulers-solution-to-the-konigsberg-bridge-problem

https://www.maa.org/press/periodicals/convergence/leonard-eulers-solution-to-the-konigsberg-bridge-problem


https://math.mit.edu/~dunkel/Teach/18.04_2019S/historic/Merino_2006.pdf

https://math.mit.edu/~dunkel/Teach/18.04_2019S/historic/Merino_2006.pdf


'I do not know' 
(Joseph-Louis Lagrange, summarizing his life's work)

Some famous thoughts on 
Applied Maths

25 January 1736 - 10 April 1813

Wednesday, February 5, 14



'Nature laughs at the difficulties of integration' 
(Pierre-Simon Laplace)

Some famous thoughts on 
Applied Maths

23 March 1749 – 5 March 1827

Wednesday, February 5, 14



'Mathematicians are born, not made' 
(Henri Poincaré)

Some famous thoughts on 
Applied Maths?

29 April 1854 – 17 July 1912

Wednesday, February 5, 14



'Prediction is very difficult, especially about the future' 
(Niels Bohr) 

Some famous thoughts on 
Applied Maths?

7 October 1885 – 18 November 1962

Wednesday, February 5, 14



'It is more important to have beauty in 
one's equations than to have them fit 

experiment' and 'This result is too 
beautiful to be false' 

(Paul Dirac)

Some famous thoughts on 
Applied Maths?

8 August 1902 – 20 October 1984

Wednesday, February 5, 14



'To those who do not know mathematics it is difficult to 
get across a real feeling as to the beauty, the deepest 

beauty, of nature' 
(Richard Feynman) 

Some famous thoughts on 
Applied Maths?

May 11, 1918 – February 15, 1988

BSc 1939

Wednesday, February 5, 14



Course content 
overview



• linear/nonlinear PDEs for scalar, vector and tensor 
fields 

• model derivation/construction, dimensional analysis 

• solution techniques, Fourier methods 

• stability, perturbation theory 

• calculus of variations

Concepts



• Hamiltonian dynamics & Liouville equation 

• Brownian motion (free and confined) 

• quantum mechanics (linear and nonlinear) 

• pattern formation theory (Turing) 

• elasticity theory 

• fluid dynamics (passive and active)

Examples



Dimensional analysis

G I Taylor
1886-1975

Trinity nuclear test, July 1945
Life Magazine, August 20, 1945
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The formation of a blast wave by a very intense explosion. 

II. The atomic explosion of 1945 

BY SIR GEOFFREY TAYLOR, F.R.S. 

(Received 10 November 1949) 

[Plates 7 to 9] 

Photographs by J. E. Mack of the first atomic explosion in New Mexico were measured, and the 

radius, R, of the luminous globe or 'ball of fire' which spread out from the centre was deter- 
mined for a large range of values of t, the time measured from the start of the explosion. The 

relationship predicted in part I, namely, that RI would be proportional to t, is surprisingly 
accurately verified over a range from R = 20 to 185 m. The value of R~t-1 so found was used 
in conjunction with the formulae of part I to estimate the energy E which was generated in 
the explosion. The amount of this estimate depends on what value is assumed for y, the 
ratio of the specific heats of air. 

Two estimates are given in terms of the number of tons of the chemical explosive T.N.T. 
which would release the same energy. The first is probably the more accurate and is 16,800 
tons. The second, which is 23,700 tons, probably overestimates the energy, but is included 
to show the amount of error which might be expected if the effect of radiation were neglected 
and that of high temperature on the specific heat of air were taken into account. Reasons 

are, given for believing that these two effects neutralize one another. 
After the explosion a hemispherical volume of very hot gas is left behind and Mack's 

photographs were used to measure the velocity of rise of the glowing centre of the heated 
volume. This velocity was found to be 35 m./sec. 

Until the hot air suffers turbulent mixing with the surrounding cold air it may be expected 
to rise like a large bubble in water. The radius of the 'equivalent bubble' is calculated and 
found to be 293 m. The vertical velocity of a bubble of this radius is I /(g 29300) or 35-7 m./sec. 
The agreement with the measured value, 35 m./sec., is better than the nature of the measure- 
ments permits one to expect. 

COMPARISON WITH PHOTOGRAPHIC RECORDS OF 

THE FIRST ATOMIC EXPLOSION 

Two years ago some motion picture records by Mack (I947) of the first atomic 

explosion in New Mexico were declassified. These pictures show not only the shape 
of the luminous globe which rapidly spread out from the detonation centre, but also 

gave the time, t, of each exposure after the instant of initiation. On each series of 

photographs a scale is also marked so that the rate of expansion of the globe, or 

'ball of fire', can be found. Two series of declassified photographs are shown in 

figure 6, plate 7. 

These photographs show that the ball of fire assumes at first the form of a rough 

sphere, but that its surface rapidly becomes smooth. The atomic explosive was 

fired at a height of 100 ft. above the ground and the bottom of the ball of fire reached 

the ground in less than 1 msec. The impact on the ground does not appear to have 

disturbed the conditions in the upper half of the globe which continued to expand as 

a nearly perfect luminous hemisphere bounded by a sharp edge which must be taken 

as a shock wave. This stage of the expansion is shown in figure 7, plate 8 which 

corresponds with t = 15 msec. When the radius R of the ball of fire reached about 

130 m., the intensity of the light was less at the outer surface than in the interior. At 

[ 175 ] Vol 201. A. 12 



Hamiltonian dynamics & Liouville equation



Brownian motion



Random walks & diffusion

David Walker Mark Haw



Quantum mechanics



Higher-order quantum hydrodynamics

NLS 
GPE



Analytically tractable theory of super-solids

Heinonen & JD, Physical Review A 2019



Pattern formation



zebra   vs.   granular medium   vs.   fingerprint

longitudinal vortices in rapid chute flows !Forterre and
Pouliquen, 2001", see Fig. 8, long modulation waves
!Forterre and Pouliquen, 2003", and others.

A rich variety of patterns and instabilities has also
been found in underwater flows of granular matter:
transverse instability of avalanche fronts, fingering, pat-
tern formation in the sediment behind the avalanche,
etc. #see Daerr et al. !2003" and Malloggi et al. !2005"$.
Whereas certain pattern-forming mechanisms are spe-
cific to the water-granulate interaction, one also finds
striking similarities with the behavior of dry granular
matter.

C. Flows in rotating cylinders

Energy is often supplied to a granular system through
the shear which is driven by the moving walls of the

container. One of the most commonly used geometries
for this class of systems is a horizontal cylinder rotated
around its axis, or rotating drum. Rotating drums partly
filled with granular matter are often used in chemical
engineering for mixing and separation of particles.
Flows in rotating drums have recently become a subject
of active research in the physics community. For not-too-
high rotating rates the flow regime in the drum is sepa-
rated into an almost solid-body rotation in the bulk of
the drum and a localized fluidized layer near the free
surface !Fig. 9". Slowly rotating drums exhibit oscilla-
tions related to the gradual increase of the free-surface
angle to the static angle of repose and subsequent fast

FIG. 3. !Color online" Representative pat-
terns in vertically vibrated granular layers for
various values of frequency and amplitude of
the vibration: stripes, squares, hexagons, spi-
ral, interfaces, and localized oscillons. Snap-
shots of the layer surface under low-angle ob-
lique lighting. Courtesy of Paul Umbanhowar.

FIG. 4. !Color online" Localized oscillon in a vertically vi-
brated granular layer. Courtesy of Paul Umbanhowar.

FIG. 5. Snapshots demonstrating segregation in a layer of cop-
per balls–poppy seeds mixture in a horizontally shaken cavity
!frequency 12.5 Hz, amplitude 2 mm" at 5 min, 10 min, 15 min,
30 min, 1 h, and 6 h. From Mullin, 2000.

644 I. S. Aranson and L. S. Tsimring: Patterns and collective behavior in . . .

Rev. Mod. Phys., Vol. 78, No. 2, April–June 2006



Mathematical theory of pattern formation
The Royal Society

local 
reactions

(nonlinear) 

non-local 
diffusive interactions

(linear)
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Minimal continuum models of active fluids 4

2. (Pseudo) scalar order-parameter theory

The minimal model considered in this section belongs to the class of generalized

Swift-Hohenberg theories [29, 35]. Our motivation for prepending a brief discussion

of this well-known model here is two-fold: It is helpful to recall some of its basic

properties before considering the generalization to vectorial order-parameters. This

model is also useful for illustrating how microscopic symmetry-breaking mechanisms [40]

can be incorporated into macroscopic descriptions of experimentally relevant microbial

systems [28], as discussed in Section 2.4 below.

2.1. Model equations

We consider the simplest isotropic fourth-order model for a non-conserved scalar or

pseudo-scalar order-parameter ⇤(t,x), given by

⇧t⇤ = F (⇤) + �0�⇤ � �2�
2⇤, (1)

where ⇧t = ⇧/⇧t denotes the time derivative, and ⇤ = ⌅2 is the d-dimensional

Laplacian. The force F is derived from a Landau-potental U(⇤)

F = �⇧U

⇧⇤
, U(⇤) =

a

2
⇤2 +

b

3
⇤3 +

c

4
⇤4, (2)

and the derivative terms on the rhs. of Equation (1) can also be obtained by variational

methods from a suitably defined energy functional. In the context of active suspensions,

⇤ could, for example, quantify local energy fluctuations, local alignment, phase

di⇤erences, or vorticity. We will assume throughout that the system is confined to

a finite spatial domain ⇥ ⇥ Rd of volume

|⇥| =

⇤

�

ddx, (3)

adopting with periodic boundary conditions in simulations.

For completeness, one should note that in the case of a conserved order-parameter

field ⌅ the field equations would either have to take the current-form ⇧t⌅ = �⌅ · J(⌅)

or, alternatively, one could implement conservation laws globally by means of Lagrange

multipliers [36]. For example, for a dynamics similar to that of Equation (1) and a

simple global ‘mass’ constraint

M =

⇤

�

ddx ⌅ = const,

the Lagrange-multiplier approach yields the non-local equations of motions

⇧t⌅ = F (⌅) + �0�⌅� �2�
2⌅� ⇥1,

⇥1 =
1

|⇥|

⇤

�

ddx
�
F (⌅) + �0�⌅� �2�

2⌅
⇥
.

In the remainder of this section, however, we shall focus on the local dynamics defined

by Equations (1) and (2), since this well-known example will be a useful reference point

for the discussion of the vector model in Section 3.

Swift-Hohenberg theory

⇤t⇥ = �U �(⇥) + �0⇥2⇥ � �2(⇥2)2⇥



Beyond Turing 

Topological turbulence in the membrane of a living cell

Tan*, Liu*, Miller*, Tekant, JD & Fakhri, Nature Physics (in press) 

w
iki
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Starfish egg cell

Fakhri lab 
MIT Physics

Biochemical 
pattern formation

Mechanical 
Response



Calculus of variations
What is the di↵erential equation satisfied by Y (x)? To answer this question, we compute
the functional derivative

�I[Y ]

�Y
= lim

✏!0

1

✏
{I[f(x) + ✏�(x� y)]� I[f(x)]}

=

Z x2

x1


@f

@Y
�(x� y) +

@f

@Y 0 �
0(x� y)

�
dx

=

Z x2

x1


@f

@Y
� d

dx

@f

@Y 0

�
�(x� y)dx. (17)

Equating this to zero, yields the Euler-Lagrange equations

0 =
@f

@Y
� d

dx

@f

@Y 0 (18)

It should be noted that the condition �I/�Y = 0 alone is not a su�cient condition for
a minimum. In fact, the relation might even indicate a maximum. It is often possible,
however, to convince oneself that no maximum exists for the integral (e.g., the distance
along a smooth path can be made as long as we like), and that our solution is a minimum.
To be rigorous, however, one should also consider the possibility that the minimum is merely
a local minimum, or perhaps the relation �I/�Y = 0 indicates a point of inflexion.

It is easy to check that Eq. (18) yields the Newton equations

mẍ = �V 0(x), (19)

when applied to the action functional (9). Similarly, the Euler-Lagrange equations for the
shortest-path integral (2) just give the ODE (6).

13.4 Brachistrochrone

In June 1696, Johann Bernoulli set the following problem: Given two points A and B in a
vertical plane, find the path from A to B that takes the shortest time for a particle moving
under gravity without friction. This proposal marked the real beginning of general interest
in the calculus of variations. (The term ‘brachistochrone’ derives from the Greek brachistos
meaning shortest and chronos meaning time.)

If the particle starts at height h0, energy conservation requires mv2/2 = mg(h0�h(x)),
where v is particle speed, h0 is the original height of the particle and h(x) is the height of
the particle as position x. Thus

v =
p

2g(h0 � h(x)). (20)

By definition v = ds/dt so that the time taken to go from A to B is
Z B

A
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Z B

A

dsp
2g[h0 � h(x)]

. (21)

We know that ds =
p
1 + h02, so that the time taken is
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Z B
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dx
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2g(h0 � h)
. (22)
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What is the di↵erential equation satisfied by Y (x)? To answer this question, we compute
the functional derivative

�I[Y ]

�Y
= lim

✏!0

1

✏
{I[f(x) + ✏�(x� y)]� I[f(x)]}

=

Z x2

x1


@f

@Y
�(x� y) +

@f

@Y 0 �
0(x� y)

�
dx

=

Z x2

x1


@f

@Y
� d

dx

@f

@Y 0

�
�(x� y)dx. (17)

Equating this to zero, yields the Euler-Lagrange equations

0 =
@f

@Y
� d

dx

@f

@Y 0 (18)

It should be noted that the condition �I/�Y = 0 alone is not a su�cient condition for
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in the calculus of variations. (The term ‘brachistochrone’ derives from the Greek brachistos
meaning shortest and chronos meaning time.)

If the particle starts at height h0, energy conservation requires mv2/2 = mg(h0�h(x)),
where v is particle speed, h0 is the original height of the particle and h(x) is the height of
the particle as position x. Thus

v =
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By definition v = ds/dt so that the time taken to go from A to B is
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Hydrodynamics

and temperature, and that in general values of these quantities are continuous functions of
position and time. There is ample observational evidence that common real fluids move as if
they were continuous, under normal conditions and indeed for considerable departures from
normal conditions. However, some of the properties of the equivalent continuous media need
to be determined empirically, and cannot be derived directly from microscopic principles.

6.1.1 The continuity equation

Let’s suppose the fluid density is described by a function ⇢(r, t). The total mass enclosed
in a fixed volume V is Z

V
⇢dV. (1)

The mass flux leaving this volume through the bounding surface S is
Z

S
⇢u · ndS, (2)

where u(x, t) is the velocity of the fluid and n is the outward normal. Hence we have

Z

V

@⇢

@t
dV = �

Z

S
⇢u · ndS = �

Z

V
r · (⇢u)dV. (3)

This must hold for any arbitrary fluid element dV , thus

@⇢

@t
+r · (⇢u) = 0. (4)

This is called the continuity equation.
For fluids like water, the density does not change very much and we will often be tempted

to neglect the density variations. If we make this approximation the continuity equation
reduces to the incompressibility condition

r · u = 0. (5)

Like all approximations, this one is sometimes very good and sometimes not so good. We
will have to figure out where it fails.

6.1.2 Momentum equations

So far we have more unknowns than equations (three velocity components but only one
equation). We now consider the conservation of linear momentum and, adopting an alter-
native viewpoint to that used in deriving the continuity equation, consider Newton’s laws
for a particular moving element of fluid:

d

dt

Z

V (t)
⇢udV = �

Z

S(t)
pndS +

Z

V (t)
FdV, (6)

where V (t) is the volume of the element enclosed by the surface S(t), F are body forces,
such as gravity ⇢g, and p is a pressure force. The pressure force is a normal force per unit
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area (usually compressive) exerted across the surface of a fluid element, and is related to
both intermolecular forces and momentum transfer across an interface. For any volume,
the pressure force is

�
Z

pndS = �
Z

rpdV. (7)

Both V (t) and S(t) are being deformed by the motion of the fluid, so if we want to take the
d/dt inside the integral sign we must take account of this. The Reynolds transport theorem
does so, and it can be shown that for a deforming, incompressible fluid element

d

dt

Z

V (t)
⇢udV =

Z

V (t)
⇢
Du

Dt
dV (8)

Here

D

Dt
=

@

@t
+ (u ·r) (9)

is called the convective derivative, and we shall discuss it’s significance in a moment. Hence,
assuming that F is solely given by gravity,

Z

V (t)
⇢
Du

Dt
dV =

Z

V (t)
(�rp+ ⇢g)dV (10)

Since this must hold for any arbitrary fluid element we arrive at

Du

Dt
=

�rp

⇢
+ g. (11)

This, combined with the the continuity equation (4), constitutes the Euler equations. Things
can be tidied up a little if we realise that the gravitational force, being conservative, can be
written as the gradient of a scalar potential r . It is therefore usual to redefine pressure as
p+  ! p. This implies that gravity simply modifies the pressure distribution in the fluid
and does nothing to change the velocity. However, we cannot do this if ⇢ is not constant or
if we have a free surface (as we shall see later with water waves).

Assuming the density is constant means we now have four equations in four unknowns:
three components of u and p. Note that if we do not demand constant density then the equa-
tions (continuity+momentum) only close with another relation, an equation of state p(⇢).

6.2 From Newton’s laws to hydrodynamic equations

To complement the purely macroscopic considerations from the previous section, we will
now discuss how one can obtain hydrodynamic equations from the microscopic dynamics.
To this end, we consider a many-particle system governed by Newton’s equations

dxi

dt
= vi , m

dv

dt
= F i, (12)

24

area (usually compressive) exerted across the surface of a fluid element, and is related to
both intermolecular forces and momentum transfer across an interface. For any volume,
the pressure force is

�
Z

pndS = �
Z

rpdV. (7)

Both V (t) and S(t) are being deformed by the motion of the fluid, so if we want to take the
d/dt inside the integral sign we must take account of this. The Reynolds transport theorem
does so, and it can be shown that for a deforming, incompressible fluid element

d

dt

Z

V (t)
⇢udV =

Z

V (t)
⇢
Du

Dt
dV (8)

Here

D

Dt
=

@

@t
+ (u ·r) (9)

is called the convective derivative, and we shall discuss it’s significance in a moment. Hence,
assuming that F is solely given by gravity,

Z

V (t)
⇢
Du

Dt
dV =

Z

V (t)
(�rp+ ⇢g)dV (10)

Since this must hold for any arbitrary fluid element we arrive at

Du

Dt
=

�rp

⇢
+ g. (11)

This, combined with the the continuity equation (4), constitutes the Euler equations. Things
can be tidied up a little if we realise that the gravitational force, being conservative, can be
written as the gradient of a scalar potential r . It is therefore usual to redefine pressure as
p+  ! p. This implies that gravity simply modifies the pressure distribution in the fluid
and does nothing to change the velocity. However, we cannot do this if ⇢ is not constant or
if we have a free surface (as we shall see later with water waves).

Assuming the density is constant means we now have four equations in four unknowns:
three components of u and p. Note that if we do not demand constant density then the equa-
tions (continuity+momentum) only close with another relation, an equation of state p(⇢).

6.2 From Newton’s laws to hydrodynamic equations

To complement the purely macroscopic considerations from the previous section, we will
now discuss how one can obtain hydrodynamic equations from the microscopic dynamics.
To this end, we consider a many-particle system governed by Newton’s equations

dxi

dt
= vi , m

dv

dt
= F i, (12)

24



Typical Reynolds numbersBoulder Summer School 2011: Introduction to Low Reynolds Number Locomotion
(Notes from Peko Hosoi’s Lecture)

0.1 Reynolds Numbers in Biology

The Reynolds number is dimensionless group that characterizes the ratio of inertial to viscous
forces. It is defined as

Re =
⇥UL

µ
=

UL

�

where ⇥ is the density of the medium the organism is moving through; µ is the dynamic viscosity
of the medium; � is the kinematic viscosity; U is a characteristic velocity of the organism; and L
is a characteristic length scale. When we discuss swimming biological organisms, we are usually
referring to creatures that are moving through water (or through a fluid with material properties
very close to those of water). This means that the material properties µ and ⇥ are fixed1 and the
Reynolds number is roughly determined by the size of the organism.

In general, the characteristic size of the organism and the characteristic swimming velocity are
related. As a rule-of-thumb, the characteristic locomotion velocity, U , in biological organisms is
related to L by U � L/second e.g. for people L � 1 m and we move at U � 1 m/s; bugs are about
L � 1 mm, and they move at about U � 1 mm/s; for microorganisms L � 100 µm and U � 100
µm/s. Obviously this is a very very very very rough estimate and one does not have to think very
hard to come up with exceptions (as is always the case in biology!). However, it serves as a good
starting point to estimate the Reynolds numbers for various biological organisms as illustrated in
the sketch in Figure ??. Note that even for organisms as small as ants, the Reynolds number is
still on the order of 1 (which is not very low). In this lecture we will focus on Re ⇥ 1 which is

10-5 10-4 10-3 10-2 10-1 1 10 102 103 104 105 106

1m1cm1mm100!m10!m

Reynolds number

people

Reynolds number

bugs

single-cell 

organisms
bacteria

Figure 1: Typical Reynolds numbers for various biological organisms. Reynolds numbers are esti-
mated using the length scales indicated, the “rule-of-thumb” in the text, and material properties
of water.

relevant for single-cell organisms and bacteria.
1For water, � � 10�2cm2/s and ⇥ � 1 g/cm3.
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What happens at low Reynolds numbers ?

Boulder Summer School 2011: Introduction to Low Reynolds Number Locomotion
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Swimming at low Reynolds number

2

where � the first coe⌅cient of viscosity (related to bulk
viscosity), and µ is the second coe⌅cient of viscosity
(shear viscosity).

For an incompressible, Newtonian fluid the NSE (3)
simplify to

⇤ [⇧tu + (u ·⌥)u] = �⌥p + µ⌥2u + f , (8)

complemented by the condition (5).

C. Stokes equations

Consider an object of characteristic length L, moving
at absolute velocity U = |U | through (relative to) an in-
compressible, homogeneous Newtonian fluid of constant
viscosity µ and constant density ⇤. The object can be
imagined as a moving boundary (condition), which in-
duces a flow field u(t, x) in the fluid. The ratio of the in-
ertial (dynamic) pressure ⇤U2 and viscous shearing stress
µU/L can be characterized by the Reynolds number4

R ⌅ UL⇤/µ = UL/⇥. (9)

Example: Swimming in water with ⇥ = 10�6 m2/s

• fish/human: L ⌅ 1 m, U ⌅ 1 m/s ⇧ R ⌅ 106.

• bacteria: L ⌅ 1 µm, U ⌅ 10 µm/s ⇧ R ⌅ 10�5.

If the Reynolds number is very small, R ⇥ 1, the
NSE (8) can be approximated by the Stokes equations5

0 = µ⌥2u�⌥p + f , (10a)
0 = ⌥ · u. (10b)

These equations must still be endowed with appropriate
initial and boundary conditions, such as ,e.g.,6

�
u(t, x) = 0,

p(t, x) = p⇥,
as |x|⇤⌃ . (11)

4 Actually, the (local) Reynolds number is defined in terms of the
fluid velocity u relative to an ”appropriately” chosen reference
frame (e.g., the restframe of a confining body); Eq. (9) implicitly
assumes that u ⇤ U on the surface of the object. Moreover,
the value of the Reynolds number depends on the choice of a –
somewhat arbitrary – characteristic length scale L (sometimes
expressed through the notation RL). Specifically, one uses the
approximations |(u·⌅)u| ⇤| U·U/L| and, similarly, |⇤tu| ⇤ U/�
with a characteristic timescale � = L/|U|, yielding |(u ·⌅)u| ⇤
|⇤tu| ⇤ U2/L.

5 More precisely, by replacing Eq. (8) with Eq. (10), it is as-
sumed that for small Reynolds numbers R̃(t, x) := |⇥(u ·
⌅)u|/(µ⌅2u) ⇤ UL(⇥/µ)⇥ 1 one can approximate

⇥ [⇤tu + (u ·⌅)u]� µ⌅2u⇤ �µ⌅2u

The consistency of this approximation can be checked a posteri-
ori by inserting the solution for u into the lhs. of Eq. (8) .

6 The Stokes equations (10) may lead to unphysical results (para-
doxes) in d = 2 space dimensions (cf. discussion in Section 2-7
of (4)), e.g., in the case of a spatially unconfined system.

With the explicitly time-dependent inertial being ne-
glected, the time-dependence of the flow is instante-
neously determined by the motion of the boundaries
and/or time-dependent forces as generated by the swim-
ming objects.

Example: Assume that the local force density f can be
written as

f = �⌥⇥; (12)

e.g., gravitational e⇤ects in homogeneous fluid of con-
stant density ⇤ described by f = �⇤⌥⌅, where ⌅ is the
gravitational potential and ⇥ = ⇤⌅. In this case, we may
define a total stress tensor

�̂ = �(p + ⇥)1̂ + T̂ (13a)

with an e⇤ective total pressure

p̄ := p + ⇥, (13b)

so that the Stokes equations (10) simplify to

0 = µ⌥2u�⌥p̄, (14a)
0 = ⌥ · u. (14b)

The four equations (14) are to be used to determine
the four unknown functions (u, p), respectively. Equa-
tion (14a) is an elliptic PDE.

1. Dynamics of a single sphere

Consider the motion of a rigid body S in a quasi-infinite
fluid. The dynamics of the body (mass M) is character-
ized by its centre-of-mass position X(t), its centre-of-
mass velocity U(t) = Ẋ, and its angular velocity �(t),
defined with respect to some axis that goes through the
centre-of-mass.

a. Translation In the presence of an external force F ,
the translational centre-of-mass motion is governed by

MU̇ = F . (15a)

For example, given the stress tensor �̂ from (13a), the
force F contains a contribution

F [�̂] =
⇥

�S
dS� · �̂, (15b)

where the integral is taken over the surface ⇧S of the body
with an inward-directed surface normal element dS�.

+  time-dependent BCs

Edward PurcellGeoffrey Ingram Taylor James Lighthill
R � UL⇥/� ⇥ 1
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Fig. 1. Average flow field created by a single freely-swimming bacterium. (A) Experimentally measured flow field far from a surface. Stream lines indicate local direction of
flow. (B) Best fit force-dipole model, and (C) residual flow field, obtained by subtracting the best-fit dipole from the experimentally measured field. The presence of the flagella
induces a anterior-posterior asymmetry. (D) Radial decay of the flow field. At distances r < 6 µm the dipole model overestimates the bacterial flow field. (E) Experimentally
measured flow field for a bacterium near to the surface swimming at distance 2 µm parallel to the wall. (F) Best fit force-dipole model, and (G) residual flow field. Note the
existence of closed stream lines due to the presence of the wall. (H) The flow field of an E. coli “pusher” decays much faster, when a bacterium swims close to the surface,
since it is partially cancelled by the flow field of its “puller” image.

Results
Bacterial flow field far from surfaces.To resolve the minis-
cule flow field created by individual bacteria, we tracked gfp-
labeled, non-tumbling E. coli as they swam through a suspen-
sion of fluorescent tracer particles. For measurements far from
walls, we focused on a plane 50 µm from the top and bottom
surfaces of the sample chamber, and recorded ∼2 terabytes of
movie data. In this data we identified ∼104 rare events when
cells swam in the focal plane for > 1.5 s. By tracking the
fluid tracers in each of the rare events, relating their position
and velocity to the position and orientation of the bacterium,
and performing an ensemble average over all tracers, we re-
solved the time-averaged flow field in the E. coli swimming
plane down to 0.1% of the mean swimming speed V0 = 22± 5
µm/s. As E. coli rotate about their swimming direction, their
time-averaged flow field in three dimensions is cylindrically
symmetric. Our measurements capture all components of this
cylindrically symmetric flow, except the azimuthal flow due to
the rotation of the cell about its body axis. The topology of
the measured flow field (Fig. 1A) is the same as that of a
force dipole flow (Fig. 1B), defined by

u(r) =
A
|r|2

h

3(r̂.d̂)2 − 1
i

r̂, A =
ℓF
8πη

, r̂ =
r

|r|
, [1]

where F is the dipole force, ℓ the distance separating the force
pair, η the viscosity of the fluid, d̂ the unit orientation vector
(swimming direction) of the bacterium, and r the distance
vector relative to the center of the dipole. Yet there are some
differences close to the cell body as shown by the residual of

the measured and best-fit force dipole field (Fig. 1C). The
decays of the flow speed u with distance r from the center
of the cell body (Fig. 1D) illustrate that the measured flow
field displays the characteristic 1/r2 decay of a force dipole.
However, the force dipole flow significantly overestimates the
measured flow to the side of the cell body, and behind the
cell body, where the flow magnitude u(r) is nearly constant
for the length of the flagellar bundle. The force dipole fit was
achieved by fitting two opposite force monopoles (Stokeslets)
at variable locations along the swimming direction to the far
field (r > 8 µm). From the best fit, which is insensitive to
the specific fitting routines and fitting regions, we obtain the
dipole length ℓ = 1.9 µm and dipole force F = 0.42 pN. This
value of F is consistent with optical trap measurements [45]
and resistive force theory calculations [46]. It is interesting to
note that in the best fit, the cell drag Stokeslet is located 0.1
µm behind the center of the cell body, possibly reflecting the
fluid drag on the flagellar bundle.

Bacterial flow field near a surface. Having found that a force
dipole flow describes the measured flow around a bacterium
with good accuracy far from walls, we investigated whether
this approximation is also valid for bacteria that swim close to
a wall. Focusing 2 µm below the top of the sample chamber,
and applying the same measurement technique than before,
resulted in a slightly different flow field (Fig. 1E). Although
the flow field structure is similar to the case of a bacterium far
from surfaces, the field decays much faster due to the proxim-
ity of a no-slip surface (Fig. 1H). In addition, the inward and
outward streamlines are now joined (Fig. 1E). However, both
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existence of closed stream lines due to the presence of the wall. (H) The flow field of an E. coli “pusher” decays much faster, when a bacterium swims close to the surface,
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pair, η the viscosity of the fluid, d̂ the unit orientation vector
(swimming direction) of the bacterium, and r the distance
vector relative to the center of the dipole. Yet there are some
differences close to the cell body as shown by the residual of

the measured and best-fit force dipole field (Fig. 1C). The
decays of the flow speed u with distance r from the center
of the cell body (Fig. 1D) illustrate that the measured flow
field displays the characteristic 1/r2 decay of a force dipole.
However, the force dipole flow significantly overestimates the
measured flow to the side of the cell body, and behind the
cell body, where the flow magnitude u(r) is nearly constant
for the length of the flagellar bundle. The force dipole fit was
achieved by fitting two opposite force monopoles (Stokeslets)
at variable locations along the swimming direction to the far
field (r > 8 µm). From the best fit, which is insensitive to
the specific fitting routines and fitting regions, we obtain the
dipole length ℓ = 1.9 µm and dipole force F = 0.42 pN. This
value of F is consistent with optical trap measurements [45]
and resistive force theory calculations [46]. It is interesting to
note that in the best fit, the cell drag Stokeslet is located 0.1
µm behind the center of the cell body, possibly reflecting the
fluid drag on the flagellar bundle.

Bacterial flow field near a surface. Having found that a force
dipole flow describes the measured flow around a bacterium
with good accuracy far from walls, we investigated whether
this approximation is also valid for bacteria that swim close to
a wall. Focusing 2 µm below the top of the sample chamber,
and applying the same measurement technique than before,
resulted in a slightly different flow field (Fig. 1E). Although
the flow field structure is similar to the case of a bacterium far
from surfaces, the field decays much faster due to the proxim-
ity of a no-slip surface (Fig. 1H). In addition, the inward and
outward streamlines are now joined (Fig. 1E). However, both
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Fig. 1. Average flow field created by a single freely-swimming bacterium. (A) Experimentally measured flow field far from a surface. Stream lines indicate local direction of
flow. (B) Best fit force-dipole model, and (C) residual flow field, obtained by subtracting the best-fit dipole from the experimentally measured field. The presence of the flagella
induces a anterior-posterior asymmetry. (D) Radial decay of the flow field. At distances r < 6 µm the dipole model overestimates the bacterial flow field. (E) Experimentally
measured flow field for a bacterium near to the surface swimming at distance 2 µm parallel to the wall. (F) Best fit force-dipole model, and (G) residual flow field. Note the
existence of closed stream lines due to the presence of the wall. (H) The flow field of an E. coli “pusher” decays much faster, when a bacterium swims close to the surface,
since it is partially cancelled by the flow field of its “puller” image.

Results
Bacterial flow field far from surfaces.To resolve the minis-
cule flow field created by individual bacteria, we tracked gfp-
labeled, non-tumbling E. coli as they swam through a suspen-
sion of fluorescent tracer particles. For measurements far from
walls, we focused on a plane 50 µm from the top and bottom
surfaces of the sample chamber, and recorded ∼2 terabytes of
movie data. In this data we identified ∼104 rare events when
cells swam in the focal plane for > 1.5 s. By tracking the
fluid tracers in each of the rare events, relating their position
and velocity to the position and orientation of the bacterium,
and performing an ensemble average over all tracers, we re-
solved the time-averaged flow field in the E. coli swimming
plane down to 0.1% of the mean swimming speed V0 = 22± 5
µm/s. As E. coli rotate about their swimming direction, their
time-averaged flow field in three dimensions is cylindrically
symmetric. Our measurements capture all components of this
cylindrically symmetric flow, except the azimuthal flow due to
the rotation of the cell about its body axis. The topology of
the measured flow field (Fig. 1A) is the same as that of a
force dipole flow (Fig. 1B), defined by
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where F is the dipole force, ℓ the distance separating the force
pair, η the viscosity of the fluid, d̂ the unit orientation vector
(swimming direction) of the bacterium, and r the distance
vector relative to the center of the dipole. Yet there are some
differences close to the cell body as shown by the residual of

the measured and best-fit force dipole field (Fig. 1C). The
decays of the flow speed u with distance r from the center
of the cell body (Fig. 1D) illustrate that the measured flow
field displays the characteristic 1/r2 decay of a force dipole.
However, the force dipole flow significantly overestimates the
measured flow to the side of the cell body, and behind the
cell body, where the flow magnitude u(r) is nearly constant
for the length of the flagellar bundle. The force dipole fit was
achieved by fitting two opposite force monopoles (Stokeslets)
at variable locations along the swimming direction to the far
field (r > 8 µm). From the best fit, which is insensitive to
the specific fitting routines and fitting regions, we obtain the
dipole length ℓ = 1.9 µm and dipole force F = 0.42 pN. This
value of F is consistent with optical trap measurements [45]
and resistive force theory calculations [46]. It is interesting to
note that in the best fit, the cell drag Stokeslet is located 0.1
µm behind the center of the cell body, possibly reflecting the
fluid drag on the flagellar bundle.

Bacterial flow field near a surface. Having found that a force
dipole flow describes the measured flow around a bacterium
with good accuracy far from walls, we investigated whether
this approximation is also valid for bacteria that swim close to
a wall. Focusing 2 µm below the top of the sample chamber,
and applying the same measurement technique than before,
resulted in a slightly different flow field (Fig. 1E). Although
the flow field structure is similar to the case of a bacterium far
from surfaces, the field decays much faster due to the proxim-
ity of a no-slip surface (Fig. 1H). In addition, the inward and
outward streamlines are now joined (Fig. 1E). However, both
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Fig. 1. Average flow field created by a single freely-swimming bacterium. (A) Experimentally measured flow field far from a surface. Stream lines indicate local direction of
flow. (B) Best fit force-dipole model, and (C) residual flow field, obtained by subtracting the best-fit dipole from the experimentally measured field. The presence of the flagella
induces a anterior-posterior asymmetry. (D) Radial decay of the flow field. At distances r < 6 µm the dipole model overestimates the bacterial flow field. (E) Experimentally
measured flow field for a bacterium near to the surface swimming at distance 2 µm parallel to the wall. (F) Best fit force-dipole model, and (G) residual flow field. Note the
existence of closed stream lines due to the presence of the wall. (H) The flow field of an E. coli “pusher” decays much faster, when a bacterium swims close to the surface,
since it is partially cancelled by the flow field of its “puller” image.

Results
Bacterial flow field far from surfaces.To resolve the minis-
cule flow field created by individual bacteria, we tracked gfp-
labeled, non-tumbling E. coli as they swam through a suspen-
sion of fluorescent tracer particles. For measurements far from
walls, we focused on a plane 50 µm from the top and bottom
surfaces of the sample chamber, and recorded ∼2 terabytes of
movie data. In this data we identified ∼104 rare events when
cells swam in the focal plane for > 1.5 s. By tracking the
fluid tracers in each of the rare events, relating their position
and velocity to the position and orientation of the bacterium,
and performing an ensemble average over all tracers, we re-
solved the time-averaged flow field in the E. coli swimming
plane down to 0.1% of the mean swimming speed V0 = 22± 5
µm/s. As E. coli rotate about their swimming direction, their
time-averaged flow field in three dimensions is cylindrically
symmetric. Our measurements capture all components of this
cylindrically symmetric flow, except the azimuthal flow due to
the rotation of the cell about its body axis. The topology of
the measured flow field (Fig. 1A) is the same as that of a
force dipole flow (Fig. 1B), defined by
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where F is the dipole force, ℓ the distance separating the force
pair, η the viscosity of the fluid, d̂ the unit orientation vector
(swimming direction) of the bacterium, and r the distance
vector relative to the center of the dipole. Yet there are some
differences close to the cell body as shown by the residual of

the measured and best-fit force dipole field (Fig. 1C). The
decays of the flow speed u with distance r from the center
of the cell body (Fig. 1D) illustrate that the measured flow
field displays the characteristic 1/r2 decay of a force dipole.
However, the force dipole flow significantly overestimates the
measured flow to the side of the cell body, and behind the
cell body, where the flow magnitude u(r) is nearly constant
for the length of the flagellar bundle. The force dipole fit was
achieved by fitting two opposite force monopoles (Stokeslets)
at variable locations along the swimming direction to the far
field (r > 8 µm). From the best fit, which is insensitive to
the specific fitting routines and fitting regions, we obtain the
dipole length ℓ = 1.9 µm and dipole force F = 0.42 pN. This
value of F is consistent with optical trap measurements [45]
and resistive force theory calculations [46]. It is interesting to
note that in the best fit, the cell drag Stokeslet is located 0.1
µm behind the center of the cell body, possibly reflecting the
fluid drag on the flagellar bundle.

Bacterial flow field near a surface. Having found that a force
dipole flow describes the measured flow around a bacterium
with good accuracy far from walls, we investigated whether
this approximation is also valid for bacteria that swim close to
a wall. Focusing 2 µm below the top of the sample chamber,
and applying the same measurement technique than before,
resulted in a slightly different flow field (Fig. 1E). Although
the flow field structure is similar to the case of a bacterium far
from surfaces, the field decays much faster due to the proxim-
ity of a no-slip surface (Fig. 1H). In addition, the inward and
outward streamlines are now joined (Fig. 1E). However, both
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Fig. 1. Average flow field created by a single freely-swimming bacterium. (A) Experimentally measured flow field far from a surface. Stream lines indicate local direction of
flow. (B) Best fit force-dipole model, and (C) residual flow field, obtained by subtracting the best-fit dipole from the experimentally measured field. The presence of the flagella
induces a anterior-posterior asymmetry. (D) Radial decay of the flow field. At distances r < 6 µm the dipole model overestimates the bacterial flow field. (E) Experimentally
measured flow field for a bacterium near to the surface swimming at distance 2 µm parallel to the wall. (F) Best fit force-dipole model, and (G) residual flow field. Note the
existence of closed stream lines due to the presence of the wall. (H) The flow field of an E. coli “pusher” decays much faster, when a bacterium swims close to the surface,
since it is partially cancelled by the flow field of its “puller” image.

Results
Bacterial flow field far from surfaces.To resolve the minis-
cule flow field created by individual bacteria, we tracked gfp-
labeled, non-tumbling E. coli as they swam through a suspen-
sion of fluorescent tracer particles. For measurements far from
walls, we focused on a plane 50 µm from the top and bottom
surfaces of the sample chamber, and recorded ∼2 terabytes of
movie data. In this data we identified ∼104 rare events when
cells swam in the focal plane for > 1.5 s. By tracking the
fluid tracers in each of the rare events, relating their position
and velocity to the position and orientation of the bacterium,
and performing an ensemble average over all tracers, we re-
solved the time-averaged flow field in the E. coli swimming
plane down to 0.1% of the mean swimming speed V0 = 22± 5
µm/s. As E. coli rotate about their swimming direction, their
time-averaged flow field in three dimensions is cylindrically
symmetric. Our measurements capture all components of this
cylindrically symmetric flow, except the azimuthal flow due to
the rotation of the cell about its body axis. The topology of
the measured flow field (Fig. 1A) is the same as that of a
force dipole flow (Fig. 1B), defined by
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where F is the dipole force, ℓ the distance separating the force
pair, η the viscosity of the fluid, d̂ the unit orientation vector
(swimming direction) of the bacterium, and r the distance
vector relative to the center of the dipole. Yet there are some
differences close to the cell body as shown by the residual of

the measured and best-fit force dipole field (Fig. 1C). The
decays of the flow speed u with distance r from the center
of the cell body (Fig. 1D) illustrate that the measured flow
field displays the characteristic 1/r2 decay of a force dipole.
However, the force dipole flow significantly overestimates the
measured flow to the side of the cell body, and behind the
cell body, where the flow magnitude u(r) is nearly constant
for the length of the flagellar bundle. The force dipole fit was
achieved by fitting two opposite force monopoles (Stokeslets)
at variable locations along the swimming direction to the far
field (r > 8 µm). From the best fit, which is insensitive to
the specific fitting routines and fitting regions, we obtain the
dipole length ℓ = 1.9 µm and dipole force F = 0.42 pN. This
value of F is consistent with optical trap measurements [45]
and resistive force theory calculations [46]. It is interesting to
note that in the best fit, the cell drag Stokeslet is located 0.1
µm behind the center of the cell body, possibly reflecting the
fluid drag on the flagellar bundle.

Bacterial flow field near a surface. Having found that a force
dipole flow describes the measured flow around a bacterium
with good accuracy far from walls, we investigated whether
this approximation is also valid for bacteria that swim close to
a wall. Focusing 2 µm below the top of the sample chamber,
and applying the same measurement technique than before,
resulted in a slightly different flow field (Fig. 1E). Although
the flow field structure is similar to the case of a bacterium far
from surfaces, the field decays much faster due to the proxim-
ity of a no-slip surface (Fig. 1H). In addition, the inward and
outward streamlines are now joined (Fig. 1E). However, both
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Fig. 1. Average flow field created by a single freely-swimming bacterium. (A) Experimentally measured flow field far from a surface. Stream lines indicate local direction of
flow. (B) Best fit force-dipole model, and (C) residual flow field, obtained by subtracting the best-fit dipole from the experimentally measured field. The presence of the flagella
induces a anterior-posterior asymmetry. (D) Radial decay of the flow field. At distances r < 6 µm the dipole model overestimates the bacterial flow field. (E) Experimentally
measured flow field for a bacterium near to the surface swimming at distance 2 µm parallel to the wall. (F) Best fit force-dipole model, and (G) residual flow field. Note the
existence of closed stream lines due to the presence of the wall. (H) The flow field of an E. coli “pusher” decays much faster, when a bacterium swims close to the surface,
since it is partially cancelled by the flow field of its “puller” image.

Results
Bacterial flow field far from surfaces.To resolve the minis-
cule flow field created by individual bacteria, we tracked gfp-
labeled, non-tumbling E. coli as they swam through a suspen-
sion of fluorescent tracer particles. For measurements far from
walls, we focused on a plane 50 µm from the top and bottom
surfaces of the sample chamber, and recorded ∼2 terabytes of
movie data. In this data we identified ∼104 rare events when
cells swam in the focal plane for > 1.5 s. By tracking the
fluid tracers in each of the rare events, relating their position
and velocity to the position and orientation of the bacterium,
and performing an ensemble average over all tracers, we re-
solved the time-averaged flow field in the E. coli swimming
plane down to 0.1% of the mean swimming speed V0 = 22± 5
µm/s. As E. coli rotate about their swimming direction, their
time-averaged flow field in three dimensions is cylindrically
symmetric. Our measurements capture all components of this
cylindrically symmetric flow, except the azimuthal flow due to
the rotation of the cell about its body axis. The topology of
the measured flow field (Fig. 1A) is the same as that of a
force dipole flow (Fig. 1B), defined by
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where F is the dipole force, ℓ the distance separating the force
pair, η the viscosity of the fluid, d̂ the unit orientation vector
(swimming direction) of the bacterium, and r the distance
vector relative to the center of the dipole. Yet there are some
differences close to the cell body as shown by the residual of

the measured and best-fit force dipole field (Fig. 1C). The
decays of the flow speed u with distance r from the center
of the cell body (Fig. 1D) illustrate that the measured flow
field displays the characteristic 1/r2 decay of a force dipole.
However, the force dipole flow significantly overestimates the
measured flow to the side of the cell body, and behind the
cell body, where the flow magnitude u(r) is nearly constant
for the length of the flagellar bundle. The force dipole fit was
achieved by fitting two opposite force monopoles (Stokeslets)
at variable locations along the swimming direction to the far
field (r > 8 µm). From the best fit, which is insensitive to
the specific fitting routines and fitting regions, we obtain the
dipole length ℓ = 1.9 µm and dipole force F = 0.42 pN. This
value of F is consistent with optical trap measurements [45]
and resistive force theory calculations [46]. It is interesting to
note that in the best fit, the cell drag Stokeslet is located 0.1
µm behind the center of the cell body, possibly reflecting the
fluid drag on the flagellar bundle.

Bacterial flow field near a surface. Having found that a force
dipole flow describes the measured flow around a bacterium
with good accuracy far from walls, we investigated whether
this approximation is also valid for bacteria that swim close to
a wall. Focusing 2 µm below the top of the sample chamber,
and applying the same measurement technique than before,
resulted in a slightly different flow field (Fig. 1E). Although
the flow field structure is similar to the case of a bacterium far
from surfaces, the field decays much faster due to the proxim-
ity of a no-slip surface (Fig. 1H). In addition, the inward and
outward streamlines are now joined (Fig. 1E). However, both
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Spontaneous motion in hierarchically assembled
active matter
Tim Sanchez1*, Daniel T. N. Chen1*, Stephen J. DeCamp1*, Michael Heymann1,2 & Zvonimir Dogic1

With remarkable precision and reproducibility, cells orchestrate
the cooperative action of thousands of nanometre-sized molecular
motors to carry out mechanical tasks at much larger length scales,
such as cell motility, division and replication1. Besides their bio-
logical importance, such inherently non-equilibrium processes
suggest approaches for developing biomimetic active materials
from microscopic components that consume energy to generate
continuous motion2–4. Being actively driven, these materials are
not constrained by the laws of equilibrium statistical mechanics
and can thus exhibit sought-after properties such as autonomous
motility, internally generated flows and self-organized beating5–7.
Here, starting from extensile microtubule bundles, we hierarchically
assemble far-from-equilibrium analogues of conventional polymer
gels, liquid crystals and emulsions. At high enough concentration,
the microtubules form a percolating active network characterized
by internally driven chaotic flows, hydrodynamic instabilities,
enhanced transport and fluid mixing. When confined to emulsion
droplets, three-dimensional networks spontaneously adsorb onto
the droplet surfaces to produce highly active two-dimensional
nematic liquid crystals whose streaming flows are controlled by
internally generated fractures and self-healing, as well as unbinding
and annihilation of oppositely charged disclination defects. The
resulting active emulsions exhibit unexpected properties, such as
autonomous motility, which are not observed in their passive ana-
logues. Taken together, these observations exemplify how assem-
blages of animate microscopic objects exhibit collective biomimetic

properties that are very different from those found in materials
assembled from inanimate building blocks, challenging us to
develop a theoretical framework that would allow for a systematic
engineering of their far-from-equilibrium material properties.

We assembled active materials from microtubule filaments, which are
stabilized with the non-hydrolysable nucleotide analogue GMPCPP,
leading to an average length of 1.5mm. Bundles were formed by adding
a non-adsorbing polymer—poly(ethylene glycol) or PEG—which
induces attractive interactions through the well-studied depletion
mechanism. To drive the system far from equilibrium, we added bio-
tin-labelled fragments of kinesin-1, a molecular motor that converts
chemical energy from ATP hydrolysis into mechanical movement
along a microtubule8. Kinesins were assembled into multi-motor clus-
ters by tetrameric streptavidin, which can simultaneously bind and
move along multiple microtubules, inducing inter-filament sliding
(Fig. 1a). In this respect, our experiments build upon important earlier
work that demonstrated the formation of asters and vortices in net-
works of unbundled microtubules and kinesin9,10. However, compared
to these dispersed networks, the proximity and alignment of depletion-
bundled microtubules greatly increases the probability of kinesin clus-
ters simultaneously binding and walking along neighbouring filaments,
thus enhancing the overall activity.

Motor-induced sliding of aligned microtubules depends on their
relative polarity. Kinesin clusters generate sliding forces between
microtubules of opposite polarity, whereas no sliding force is induced
between microtubules of the same polarity11–13. To study the dynamics

*These authors contributed equally to this work.

1Martin Fisher School of Physics, Brandeis University, 415 South Street, Waltham, Massachusetts 02454, USA. 2Graduate Program in Biophysics and Structural Biology, Brandeis University, 415 South
Street, Waltham, Massachusetts 02454, USA.
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Figure 1 | Active microtubule
networks exhibit internally
generated flows. a, Schematic
illustration of an extensile
microtubule–kinesin bundle, the basic
building block used for the assembly
of active matter. Kinesin clusters exert
inter-filament sliding forces, whereas
depleting PEG polymers induce
microtubule bundling. b, Two
microtubule bundles merge and the
resultant bundle immediately extends,
eventually falling apart. Time interval,
5 s; scale bar, 15mm. c, In a
percolating microtubule network,
bundles constantly merge (red
arrows), extend, buckle (green dashed
lines), fracture, and self-heal to
produce a robust and highly dynamic
steady state. Time interval, 11.5 s; scale
bar, 15mm. d, An active microtubule
network viewed on a large scale.
Arrows indicate local bundle velocity
direction. Scale bar, 80mm.
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Ramaswamy, and Menon in a systems of vibrated granular
rods [7]. Such active curvature currents control dynamics
in systems with no momentum conservation but are very
small here, where the concentration variations remain
small, as seen from Figs. 1(c) and 1(d), and flow controls
the dynamics.

In contractile systems active backflow yields a net
speedup of the þ1=2 defects towards its antidefect for
the annihilation shown in Fig. 1(b). In extensile systems,
with !< 0, backflow drives the þ1=2 defect to move
towards its head, away from its "1=2 partner in the con-
figuration of Fig. 1(b), acting like an effectively repulsive
interaction. This somewhat counterintuitive effect has been
observed in experiments with extensile microtubules and
kinesin assemblies [16] and can be understood on the basis
of the hydrodynamic approach embodied in Eqs. (1). In
Fig. 2, we have reproduced from Ref. [16] a sequence of
snapshots showing a pair of #1=2 disclinations moving

apart from each other together with the same behavior
observed in our simulations.
To quantify the dynamics we have reconstructed the

trajectories of the defects by tracking the drop in the
magnitude of the order parameter. The trajectories are
shown in Figs. 3(a) and 3(b), where red lines in the upper
portion of the plots represent the trajectory of the þ1=2
disclination, while the blue lines in the lower portion of the
plot are the trajectories of the"1=2 defect. The tracks end
when the cores of the two defects merge. For small activity
and small values of the rotational friction ", the trajectories

FIG. 1 (color online). Snapshots of a disclination pair shortly
after the beginning of relaxation. (Top) Director field (black
lines) superimposed on a heat map of the nematic order parame-
ter and (bottom) flow field (arrows) superimposed on a heat map
of the concentration for an extensile system with ! ¼ "0:2 (a),
(c) and a contractile system with ! ¼ 0:2 (b), (d). In the top
images, the color denotes the magnitude of the nematic order

parameter S relative to its equilibrium value S0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1" c?=c0

p
.

In the bottom images, the color denotes the magnitude of the
concentration c relative to the average value c0. Depending on
the sign of !, the backflow tends to speed up (!> 0) or slow
down (!< 0) the annihilation process by increasing or decreas-
ing the velocity of the þ1=2 disclination. For ! negative and
sufficiently large in magnitude, the þ1=2 defect reverses its
direction of motion (c) and escapes annihilation.

FIG. 2 (color online). Defect pair production in an active
suspension of microtubules and kinesin (top) and the same
phenomenon observed in our numerical simulation of an exten-
sile nematic fluid with " ¼ 100 and ! ¼ "0:5. The experimen-
tal picture is reprinted with permission from T. Sanchez et al.,
Nature (London) 491, 431 (2012). Copyright 2012, Macmillan.

0

(a) (b)

(c) (d)

FIG. 3 (color online). Defect trajectories and annihilation
times obtained from a numerical integration of Eqs. (1) for
various " and ! values. (a) Defect trajectories for " ¼ 5 and
various ! values (indicated in the plot). The upper (red online)
and lower (blue online) curves correspond to the positive
and negative disclination, respectively. The defects annihilate
where the two curves merge. (b) The same plot for " ¼ 10.
Slowing down the relaxational dynamics of the nematic phase
increases the annihilation time and for ! ¼ "0:2 reverses the
direction of motion of the þ1=2 disclination. (c) Defect separa-
tion as a function of time for ! ¼ 0:2 and various " values.
(d) Annihilation time normalized by the corresponding annihi-
lation time obtained at ! ¼ 0 (i.e., t0a). The line is a fit to the
model described in the text.
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in order-parameter fields

• optical effects 

• work hardening, etc

‘umbilic defects’ in a nematic liquid crystal
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d
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