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Bacterial biofilms represent a major form of microbial life on Earth and serve as a model active
nematic system, in which activity results from growth of the rod-shaped bacterial cells. In their natural
environments, ranging from human organs to industrial pipelines, biofilms have evolved to grow robustly
under significant fluid shear. Despite intense practical and theoretical interest, it is unclear how strong
fluid flow alters the local and global architectures of biofilms. Here, we combine highly time-resolved
single-cell live imaging with 3D multiscale modeling to investigate the mechanisms by which flow
affects the dynamics of all individual cells in growing biofilms. Our experiments and cell-based
simulations reveal three quantitatively different growth phases in strong external flow and the transitions
between them. In the initial stages of biofilm development, flow induces a downstream gradient in cell
orientation, causing asymmetrical dropletlike biofilm shapes. In the later developmental stages, when the
majority of cells are sheltered from the flow by the surrounding extracellular matrix, buckling-induced
cell verticalization in the biofilm core restores radially symmetric biofilm growth, in agreement with
predictions of a 3D continuum model.

DOI: 10.1103/PhysRevLett.123.258101

Fluid flow is a key element of many natural and
industrial environments in which bacteria form biofilms,
from rivers [1], pipes [2], and filtration devices [3] to
the human heart [4], intestines [5], and mouth [6]. Owing
to their prevalence in such environments, biofilms
cause major economic and health burdens to society.
Hydrodynamic effects have been found to play a crucial
role during the initial attachment of cells to surfaces [7].
Later in development, flow provides nutrients to surface-
attached biofilm communities, while removing metabolic
waste products and signaling molecules [8–10]. There is
therefore strong practical and theoretical interest in
understanding the interaction between biofilms and
external flow fields [8,11]. Identifying the multiscale
dynamics of such growth-active nematics under the
influence of shear will be helpful when adapting current
theories for active matter [12,13] to describe and predict
bacterial biofilm growth across model systems and
species [14,15].
Imposed fluid shear has been observed to produce

striking aerofoil-like shapes [16–18] during the early stages
of biofilm growth and, in some cases, long filaments or
streamers that extend far downstream [1,19]. It has often
been assumed that the key driver of the observed archi-
tecture of biofilms in flow is bulk deformation or erosion
of biofilm biomass [16,19,20]. Recently, new imaging

methodologies were developed to quantify biofilm dynam-
ics at single-cell resolution, yet these studies have focused
on conditions with very low flow [17,21–23]. Earlier work
that quantified biofilm architecture in high flow did not
resolve the microscopic dynamics [1,19] or did not explain
the mechanisms by which high shear modifies the micro-
scopic and macroscopic biofilm architecture [17]. Despite
the new imaging techniques and the extensive environ-
mental relevance of flow-biofilm interactions, it has there-
fore remained unclear how flow reorients cells in space and
time during biofilm growth and, in turn, how these micro-
scopic cellular reorientations contribute to the overall
biofilm morphogenesis.
Here, we investigate comprehensively the effects of high

fluid shear on individual cell dynamics within growing
Vibrio cholerae biofilms, by combining multiscale model-
ing with highly time-resolved imaging at single-cell res-
olution (Fig. 1). First, we establish the translational and
orientational dynamics of cells within early stage biofilm
microcolonies in strong flow, by constraining an individual
cell-based model with the imaging data. Subsequently,
these dynamics are included in a minimal continuummodel
that identifies the physical processes necessary to explain
the biofilm architectural development observed at the
later stages. We find that the bulk biofilm dynamics are
determined almost entirely by cellular orientations inside
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the biofilm, representing the local flow-induced nematic
director field, rather than by biofilm deformation or cell
erosion as has been previously hypothesized [8,17].
To investigate the effects of strong flow on biofilms, we

imaged biofilm development on glass surfaces at cellular
resolution in a flow channel with a shear rate of 2000 s−1
(Re ≈ 1), which is a typical order of magnitude for flows in
natural and man-made environments containing bacteria
[24–26]. To achieve the required time resolution, adaptive
confocal microscopy was combined with ground-truth-
calibrated 3D image segmentation suitable for our model
organism: V. cholerae with a straight cell shape (ΔcrvA),
constitutively expressing a green fluorescent protein (sfGFP)
[Figs. 1(b) and 1(c); Supplemental Material [27]). Using a
time resolution Δt ¼ 6 min, we visualized transient cell
reorientations caused by the flow [Figs. 1(b) and 1(c)], in
addition to reconstructing cell lineages and measuring
cellular growth rates. By combining these data with pre-
viously obtained data for larger biofilms [17], we obtained a
comprehensive dataset showing the effects of strong fluid
flow on biofilms growing from a single founder cell up to
more than 2000 cells (Video S1 [27]).
To understand the mechanical processes determining

the shape and architecture of biofilms in flow, we devel-
oped a 3D multiscale theoretical framework consisting
of two separate models: a cell-based model (Video S2)
and a continuum model (Video S3). Cells are represented
as growing, dividing ellipsoids with pairwise interactions,
as defined in Ref. [17]; parameters of this model were
determined from single-cell biofilm experiments (Table SII
in Supplemental Material [27]). Movement of cells occurs

through growth and cellular interactions mediated by
extracellular matrix and adhesion proteins, but no active
motility exists inside V. cholerae biofilms. The cell-based
model from Ref. [17] was then extended to include flow, as
well as previously neglected physical effects that determine
biofilm architecture at the single-cell level in strong-flow
environments (Supplemental Material [27]). In particular,
each cell feels a force and torque dependent upon its
orientation relative to the shear flow; the streamlines of the
flow are deformed by the biofilm in a manner consistent
with an approximately hemispherical object. Furthermore,
the experimental observation that parent and daughter cells
adhere to each other at the cell pole for approximately one
division time [Fig. 1(b)] was implemented using Hookean
springs, which connect the nearest polar end points of these
cells and persist for 90% of a division time.
In the complementary continuum model, movement

and alignment of biofilm matter is represented through a
local mean velocity field vðt; xÞ and nematic “Q tensor”
Q ¼ Sðnn − 1=3Þ [12,13,28], where Sðt; xÞ is the nematic
order parameter and nðt; xÞ is the nematic director field of
cellular orientations. Within the biofilm, a modified incom-
pressibility condition ∇ · v ¼ g enforces constant growth
with rate g; the assumption of a uniform growth rate g is
valid as long as all cells have access to sufficient nutrients,
which holds for the experimental conditions considered
here (Fig. S4 [27]). The effect of this growth, which is
directed nematically because cells elongate and divide
along their longest axis [29], is imposed by including an
additional active term in the stress [30,31]. Over growth
timescales, the passive part of the constitutive relationship
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FIG. 1. The three phases of V. cholerae biofilm growth and hydrodynamic cell alignment mechanisms in strong flow. (a) The
transition from the 2D surface-dominated growth phase 1 (light green) to the 3D bulk-dominated phase 2 (green) occurs when the
volume of the biofilm shell (light blue circles) equals the volume of the biofilm core (dark blue circles); see Supplemental Material [27]
for details of the volume measurements. The transition to the verticalization phase 3 (dark green) occurs when the average cell-
orientation angles with z (light red triangles) and the flow direction (dark red triangles) cross. The diagram shows the combined data
from n ¼ 3 independent biofilm experiments, with typical snapshots of biofilms in each phase above (Video S1). (b),(c) Flow-induced
cell reorientation dynamics in the initial phase of biofilm growth. (b) Cells in direct contact with the surface align with the flow as a result
of a torque generated by a combination of the fluid drag and asymmetrical attachment to their parent cell at the pole; see also Fig. S10 for
additional intermediate snapshots [27]. Fluorescence images show projection of a confocal z stack. (c) Cells at the front of the biofilm
(red) align vertically as a result of the torques τdrag and τshear (see also Fig. S11). When a vertically oriented cell (red) divides, the
daughter cell (blue), if exposed to shear, aligns with the flow.
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can be approximated as purely viscous with effective
viscosity μ, yielding a stress tensor σ ¼ −p1þ μð∇vþ
∇vTÞ − 2μgQ (Supplemental Material [27]), where p is the
pressure. This constitutive law was simulated in the open-
source solver DEDALUS [32], using a phase-field variable to
track the expansion of the biofilm [33,34]. The nematic
order field was imposed such that nðt; xÞ rotates from
vertical to an angle just beyond horizontal at the biofilm’s
back and sides over a specified length. These rotation
lengths in each direction were the key parameters in the
model and were chosen to give quantitative agreement with
measured cell alignment fields (Fig. S6 [27]). The initial
biofilm shape was always taken to be spherically sym-
metric, so that any asymmetry in the shape was induced by
growth along the imposed nematic director field. Using this
model, we could assess to what extent the observed cell
alignment fields determined biofilm growth and shape. The
combined multiscale models and experiments revealed that
the full growth and cellular alignment program of bacterial
biofilms in flow can be categorized into three distinct
physical phases [Fig. 1(a)].
During the initial biofilm growth phase [Figs. 1(b)

and 1(c)], the majority of cells are exposed to the flow.
We found that the presence of strong shear breaks the

otherwise hemispherically symmetric colony growth, and
two key physical processes dominate the cell alignment
dynamics. We describe and illustrate these two key proc-
esses using a combination of scaling laws and the cell-
based model. First, daughter cells are reoriented after
division to align with the flow by a drag-induced torque
caused by the combination of the flow and the polar
adhesion to their parent cell [Fig. 1(b)]. Specifically, a
horizontal ellipsoidal cell of length l and width r con-
strained at one pole, with its longest axis perpendicular to a
flow of speed U, is expected to feel a torque τdrag ∼Dl,
where D is the drag D ∼G1μlU; here G1 is a geometric
factor [35]. Thus, using v ¼ _γzx̂, we have τdrag ∼ G1μl2h_γ,
where h is the height of the cell centroid from the surface.
Second, the shear in the z direction applies a torque,
causing a cell’s longest axis to rotate about the axis
perpendicular to the plane of the flow [36]. For a horizontal
cell whose longest axis is parallel to the flow, this torque is
approximately τshear ∼G2μlr2 _γ; here G2 is a second geo-
metric factor [37]. Both torques τdrag and τshear are expected
to be of the same order of magnitude τ ∼ 1 pN μm, which
is not strong enough to rip fully surface-attached cells
from the surface [23]. However, the flow-induced torques
act together to cause the verticalization of daughter cells at
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FIG. 2. A wave of cell verticalization travels downstream through the biofilm in the second phase of biofilm growth. (a) At the
beginning of this phase, a small group of cells is verticalized at the front of the biofilm by a combination of cell-cell interactions and fluid
shear. (b) The fraction of vertical cells increases as the biofilm grows. The downstream region of flow-aligned cells leads to distinctive
dropletlike shapes that are captured in (a) cell-based (Video S2) and (b) continuum simulations (Video S3) [27]. For the experiments
(n ¼ 3Þ and cell-based simulations (n ¼ 10), the gray area denotes the region inside the convex hull around grid points with a cell
number density higher than 0.1 μm−3 per biofilm. (c) 3D renderings of shapes generated by the continuum simulations. The isosurface
ϕ ¼ 0 of the phase-field variable ϕ is shown (Supplemental Material [27]). (d) In low-flow environments, a central core of the biofilm is
verticalized owing to a buckling instability induced by growth and surface attachment. (e) Strong flow causes symmetry breaking and a
growing group of vertically aligned cells at the front of the biofilm. Error bars show the standard error for grid points spaced 2 μm
throughout n ¼ 3 biofilms in each case.
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the front of the biofilm that are not fully surface attached
[38,39] or that have been partially verticalized by a peeling
instability induced by nearby cells [23] [Fig. 1(c)]. Both
flow-induced cell reorientation processes were captured
by the cell-based model [Figs. 1(b) and 1(c)].
In the second growth phase (Fig. 2), cells in the outer

shell of the biofilm are still exposed to the flow, whereas the
core of the biofilm is sheltered by surrounding cells and
extracellular matrix. We found that the location within the
biofilm determines which cell alignment dynamics domi-
nates: cells that are exposed to the flow at the upstream end
of the biofilm continue to be realigned vertically owing to
the torques τdrag and τshear [Figs. 2(a) and 2(b)], whereas
cells elsewhere in the outer shell of the biofilm continue to
align with the flow, mainly owing to τdrag, maintaining
asymmetric growth of the biofilm overall. In particular,
growth of the horizontally aligned cells in the downstream
region causes distinctive dropletlike shapes, which is
captured by continuum simulations of growing biofilms
with cell alignment fields consisting of a downstream
region of flow-aligned cells [Figs. 2(a)–2(c)]. However,
cells in the core of the biofilm are not exposed to the flow,
so their dynamics are dominated by growth; these cells are
subject to a previously observed growth-induced buckling
instability [23,40–42] and the “inverse domino” effect of
being surrounded by already vertical cells [23]. We thus
conclude that the combination of the flow- and growth-
induced realignment processes leads to a gradient in the
vertical alignment of cells from the upstream end to the
downstream end of the biofilm and a wave of cellular
verticalization that travels through the biofilm from
upstream to downstream [Fig. 2(e)].

In the third growth phase (Fig. 3), the majority of cells
in the biofilm are sheltered from the flow, and growth
dominates the cell alignment dynamics. Owing to the
growth-induced buckling instability and verticalization
wave, we observed that biofilms contain a core of highly
vertically aligned cells [Fig. 3(a)]. Sheltered cells in the
center of the biofilm have a similar dynamics to those in
biofilms in low-flow environments, where the shear is not
strong enough to reorient cells [17,19,23].
We used the continuum model, which accounts explicitly

for directed cell growth, to investigate how the observed cell
alignment fields across the phases determine biofilm growth
and shape. We found that, in the earlier stages of develop-
ment, when cells tend to be aligned in a gradient from
vertical in the upstream region to horizontal in the down-
stream region, growth is predominantly in the downstream
direction [Fig. 3(b) and Fig. S8 [27]]. As the region of
vertical cells expands downstream, growth becomes more
symmetric, eventually resembling the symmetric radial
expansion of biofilms in weak flow [Fig. 3(b)]. In the final
phase, growth is preferentially upward owing to the pre-
dominance of vertical cells (Fig. S8). The agreement
between the growth dynamics observed in our experiments
and continuum simulations (Fig. S9) suggests that the
competition between flow-aligned and vertical growth is
sufficient to explain biofilm growth in flow for biofilms with
up to several thousand cells.
In the past, deformation and shear-induced erosion have

been hypothesized to explain the flow-induced symmetry
breaking of bacterial biofilms in flow [16,19]. Although
this is expected to be true for the extremely large shear
rates experienced in turbulent flow, or for bacterial species
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with weak matrix, we discovered that the asymmetric growth
of cells reoriented by the flow is sufficient to account for the
architectures of biofilms in our experiments (_γ ¼ 2000 s−1).
In this physiologically relevant flow regime, shear-induced
erosion has been shown to be resisted by the increased
production of cell-cell adhesion proteins [17]. Although
some cells are still carried away by the flow [Fig. 1(c)], the
effect of erosion is negligible for the architecture dynamics.
We now show that deformation is also negligible for biofilms
in our experiments. The fluid, which has the viscosity of
water μw, exerts a stress on the biofilm of approximate
magnitude μw _γ so that, by matching stresses at the fluid-
biofilm interface, the strain needed to balance the external
stress is approximately ϵ ¼ μw _γ=G ∼ 10−3, since biofilms
have hydrogel-like material properties with elastic modulus
G∼103 Pa [43]. Therefore a V. cholerae biofilm will not be
significantly deformed by the flow, and over growth time-
scales, a balance between the internal elasticity and external
flow appears instantaneous, with growth then occurring
along nematic directions. This supports the hypothesis that
nematically aligned growth is the key determinant of
bacterial biofilm shape.
The above experimental and numerical results show that

flow initially breaks the symmetry in the cell alignment field
of growing biofilms. Because cells grow in the direction of
their longest axis, the altered cell orientations significantly
affect biofilm architecture, causing distinctive dropletlike
shapes. In later stages, cells verticalize in a wave that travels
from the upstream end to the downstream end of the biofilm,
which eventually causes a transition from asymmetric flow-
aligned growth to symmetric growth of the biofilm colony,
even in the presence of strong flow. In contrast with previous
assumptions, deformation and shear-induced erosion are not
important determinants of biofilm architecture for the shear
rates studied here. Individual cell dynamics are crucial for
understanding the architecture of growing biofilms and
must be tracked carefully when characterizing the effect
of external fields on biofilm growth.
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SINGLE CELL AGENT-BASED SIMULATIONS

Model description

Our single cell model is based on the agent-based framework described in [1], with modifications to include
the e↵ect of the flow on the cells and cell-cell polar adhesion. Cells are modeled as ellipsoids of half-length l

and half-width r; each cell is described by its position x, orientation n̂ and e↵ective local viscosity µ . The
dynamics of the cells are approximated as over-damped, as cells live at low Reynolds number Re ⇡ 10�4 [1].
Denoting the identity matrix by I and the dynamic viscosity of water by µw, the over-damped translational
and orientational dynamics for a single cell are

dx

dt
= ��1

✓
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�⇤

⌦ = !m!RI.

Here, �m and !m are the typical translational and rotational drag coe�cients for Stokes drag in the extra-
cellular matrix for a spheroid (�m = 6⇡µr, !m = 8⇡µlr2) [1]. �k, �? and !R are dimensionless geometric
parameters characterizing the longitudinal and transverse friction parameters that depend only on the aspect
ratio a = l/r of the cell [1].
The pairwise cell-cell interactions are described by two potentials V and Us, where V is the general

pairwise cell-cell interaction that applies to all pairs of cells [1], and Us is the polar attachment that only
exists between two sibling cells after division. For two cells ↵ and �, let l↵ and l� be their half-lengths, r↵
and r� be their widths, n̂↵ and n̂� be their orientation vectors, r↵� be the distance between their centroids,
and r̂↵� be the unit vector pointing from the centroid of cell ↵ to the centroid of cell �. The general pairwise
cell-cell interaction potential between these two cells, which accounts for short-range cell-cell repulsion due
to steric forces, cell-cell repulsion due to osmotic pressure, and cell-cell attraction mediated by adhesion
molecules such as RbmA, follows the cell-cell interaction potential formula in [1]
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Here ⇢ = r↵�

� is the cell-cell distance normalized by the overlap shape factor �(l↵, l� , r↵, r� , n̂↵, n̂� , r̂↵�)
in [1]. The strength of U↵� is described by ✏0 and adjusted by the shape factor ✏1(l↵, l� , r↵, r� , n̂↵, n̂�),



depending on the relative cell orientations and cell shapes. ⌫steric describes the relative strength of the steric
cell-cell repulsion, �r, steric describes the range of the steric cell-cell repulsion, �r describes the range of the
osmotic cell-cell repulsion, ⌫ describes the relative strength of cell-cell attraction, ⇢a describes the attraction
position, and �a describes the width of the cell-cell attraction. The cell-cell potential also has an associated
translational relaxation time ⌧t, which can be interpreted as a time scale of how long it takes for a bacterium
to reach an equilibrium configuration from the cell-cell interaction potential. We used the same values as in
[1] for the model parameters �r, steric, �r, ⌫, ⇢a and �a. The value of ✏0 was increased compared with [1], in
order to account for the increase of the cell-flow interaction energy ✏flow in the simulations with increased
flow; therefore ⌧t was slightly decreased. We found that choices of ✏0 = 104✏flow, ⌫steric = 1 and ⌧t = 5.65 s
were su�cient to ensure the cells do not overlap in these simulations; the osmotic and the short-range steric
parts of the repulsion were both necessary for this. All the interaction potential parameter values are listed
in Table II. For a single cell ↵ in a biofilm with N cells, V is the total potential for all N�1 pairwise cell-cell
interactions between cell ↵ and other N � 1 cells � (V =

PN
�=1,� 6=↵ U↵�).

We model the polar cell-cell attachment after division using a harmonic spring between two sibling cells
with spring constant ks and natural length rs. As soon as a cell divides, a spring is assigned between the
two closest endpoints of the daughter cells, with the spring potential

Us = ks (rendpoint � rs)
2
,

where rendpoint is the distance between the two closest endpoints. To match with experiments, where polar
cell-cell adhesion was observed to last for approximately one division time, the spring breaks at 0.9 · ⌧g after
division, where ⌧g is the average doubling time measured from single-cell experimental data using the same
technique as [1]. The natural spring length rs was chosen to match the cell half-width for simplicity. The
spring constant ks was chosen to be large enough such that cells are not carried away by the flow immediately
after division in the initial stages of biofilm growth. The values of ✏s, rs, ks and ⌧g are listed in Table II.
The interaction between cells and the wall boundary is modeled with the same repulsive interaction

potential as in [1]

Ubdy =

(
0 zo  0

✏bdy exp
⇣

zo
�bdy

⌘
zo > 0

where ✏bdy captures the magnitude of the cell-boundary interaction, and �bdy captures the range of the

interaction. zo is an overlap coordinate defined as zo = l|n̂ · N̂ | + r � N̂ · (x � S) where N̂ is the normal
vector of the plane, and S is any point on the plane. Here we use N̂ = [0, 0, 1] and S = [0, 0, 0] such that
the wall is the xy-plane that crosses the origin. The values of ✏r = ✏bdy/✏0 and �bdy, listed in Table II, were
chosen to be the same as the values in [1].
The instantaneous cell length growth follows the growth equation in [1]

dl

dt
=

l

⌧g
ln(2) (2)

where l is the instantaneous half-length of the cell and ⌧g is the average doubling time. Cell widths are
constant throughout simulations. A cell divides when it grows an additional length �l from its birth length,
where �l is drawn from a Gaussian distribution with mean ladd and standard division �add. Cells divide into
two daughter cells that have half the length of their parent cells and the same orientation as their parent
cell. The values of ladd and ladd were fitted according to the experimental distribution of cell lengths. Both
values are listed in Table II.
To account for the increase in the local e↵ective viscosity of a cell as extracellular polymeric substances

(EPS) matrix and cell-cell adhesion proteins are produced by itself and the surrounding cells, we used two
steps to calculate the local viscosity µ experienced by each cell. First, to account for extracellular matrix
and adhesion protein generation by each cell, the individual local viscosity contribution of a cell is a sigmoid
function that increases from µw to µmax, where µw is the viscosity of water. Let tage be the cell’s age, scaled

2



by the cell’s division time. The individual local viscosity contribution of the cell is

µindv = µmax � µmax � µw

1 + exp
⇣

tage�t0
�t

⌘

where t0 = 0.4 is the viscosity transitional time and �t = 0.1 is the viscosity-increase time scale (both are
a proportion of the cell’s age). The left panel of Figure S1 shows a plot of of µindv as a function of tage.
Then, to account for extracellular matrix and adhesion proteins generated by neighboring cells, the local
viscosity experienced by a cell ↵ is taken to be the Gaussian-filtered value of the individual local viscosity
contributions of the surrounding cells

µ↵ =
NX

�=1

1
p
⇡�vis

exp

 
�
r
2
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�
2
vis

!
µindv, � ,

where �vis is the viscosity averaged length scale and r↵� is the distance between the centroids of cell ↵ and
cell �. The right panel of Figure S1 shows the local viscosity distribution of a simulated biofilm with 250 cells.
The viscosity parameters µmax = 2 · 105 Pas and �vis = 1.39 µm were chosen by matching the translational
and rotational dynamics of cells aligning with the flow in simulated biofilms with those of experimental ones
(Fig. S2). The value of µmax is listed in Table II.

FIG. S1. Left: µindv as a function of cell generation age tage. Right: The top view of a simulated biofilm with 250
cells, where cells are colored by their local viscosity.

When the biofilm is equal to or smaller than 20 cells, we approximate the flow field as the linear shear flow
vflow = �̇zx̂, where z is the height of the cell above the surface and �̇ is the constant shear rate of the linear
shear flow. When the biofilm is larger than 20 cells, we approximate the flow field around the biofilm by a
linear shear flow passing over a hemispherical bump on a plane floor. The center of the hemispherical bump
is located at the xy-center of the biofilm, and the radius of the hemispherical bump is approximated as the
25th percentile of distances between all the cells to the xy-center of the biofilm. Let a be the radius of the
hemispherical bump, and (xc, yc, zc) be the position of the center of the hemispherical bump in Cartesian
coordinates. For a point (x, y, z) in Cartesian coordinates, define spherical polar coordinates (r, ✓,�) by

x� xc

a
= r sin ✓ cos�,

y � yc

a
= r sin ✓ sin�,

z � zc

a
= r cos ✓

so that the boundary of the hemisphere is given by r = 1, ✓ 2 [0,⇡/2], and the planar floor is given by
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FIG. S2. Average angular velocity of simulated cells aligning to the flow direction from their orientation at birth as a
function of maximum viscosity µmax/µw, where µw is the viscosity of water. The value µmax = 2 · 108µw was chosen
to recreate the average angular velocity of flow-aligning cells measured in experiments (0.7 rad/h, dashed red line),
while ensuring cells are not carried away by the flow.

r � 1, ✓ = ⇡/2. From [2], the flow velocity vflow at (x, y, z) is

vflow
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where u, v, w are functions of r and ✓:
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U , V and W are functions of r and cos ✓. Let Pn
m denote an associated Legendre function in cos ✓ of degree

n and order m. The expressions of U , V and W from [2] are:
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(3)

We followed [2] to take the first fifteen terms in Eqs. (3) with the coe�cients recorded in Table I.
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n A2n+1 A2n G2n

1 -2.04530 2.75543 1.65326
2 -0.86783 1.82574 -0.73104
3 0.14321 0.08434 -0.06369
4 -0.04430 -0.04420 0.05474
5 0.01643 0.02520 -0.04337
6 -0.00640 -0.01535 0.03381
7 0.00232 0.00985 -0.02643
8 -0.00054 -0.00659 0.02083
9 -0.00024 0.00455 -0.01657

10 0.00057 -0.00323 0.01331
11 -0.00069 0.00235 -0.01079
12 0.00070 -0.00174 0.00881
13 -0.00067 0.00131 -0.00725
14 0.00062 -0.00100 0.00601
15 -0.00056 0.00077 -0.00500

TABLE I. First fifteen of {A2n+1, A2n, G2n} in Eqs. (3) [2].

FIG. S3. vflow/�̇ for y = 0 on the xz-plane (left) and for z = 0.2 on the xy-plane (right).

Let a = l/r be the aspect ratio of a bacterium. The rotation caused by the shear flow is computed
according to [3]

!flow = (I � n̂n̂T )

"
a
2 � 1

a2 + 1

rvflow +rvT
flow

2
+

rvflow �rvT
flow

2

#
n̂.

The flow velocity gradient rvflow is computed using a central di↵erence scheme with �x = �y = �z =
0.01r.
The key parameters used for the simulations are shown in Table II.
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Parameter Value Unit Description

r 0.2775 µm Average half-width of the bacteria [1].
⌧g 8630 s Growth time constant (average cell division time of biofilm-

associated cells in strong flow, �̇ = 2000 s�1, obtained from
experiments).

�̇ 2000 s�1 Experimental shear rate.
µw 1 mPa·s Dynamic viscosity of water at room temperature.

µmax 2·105 Pa·s Estimate of the maximal e↵ective dynamic viscosity, ow-
ing to extracellular matrix and adhesion proteins, at room
temperature.

✏r 10 Ratio comparing the strength of bacteria-boundary inter-
action to the strength of the bacteria-bacteria interaction
(✏r = ✏bdy/✏0) [1].

�bdy 0.2775 µm Non-dimensional boundary potential length scale parame-
ter [1].

⌧t 5.65 s Translational time scale due to repulsion in matrix (typical
time needed for daughter cells in matrix to reach their equi-
librium configurations due to repulsion after cell division).

ladd 1.01 µm Average value of length added to bacteria after division to
compute division length.

�add 0.08 µm Standard deviation of length added to bacteria after divi-
sion to compute division length.

✏0 5·10�14 J Strength of the osmotic pressure-mediated cell-cell
repulsion.

⌫steric 1 Relative strength of the steric cell-cell repulsion.
�r, steric 0.83 Range of the steric cell-cell repulsion (corresponds to

0.58 µm at a typical overlap factor of � = 0.7µm, which
is the value it would take for a sphere with the typical
mean cell volume of 0.4µm3) [1].

�r 1.65 Range of the osmotic pressure-mediated cell-cell repulsion
(corresponds to 1.16 µm at a typical overlap factor of � =
0.7µm) [1].

⌫ 0.13 Relative strength of the attractive part of the cell-cell po-
tential [1].

�a 0.16 Well-width of the attractive part of the cell-cell potential
[1].

⇢a 2.93 Position of the attractive part of the cell-cell potential [1].
ks 6.5·10�1 J·µm�2 Spring constant for the additional directional cell-cell

attraction.
rs 0.2775 µm Natural length of the spring between sibling cells.

TABLE II. Simulation parameters.

Model implementation

A custom, highly parallelized individual cell-based code employing graphics processing units (GPUs) was
developed to perform the simulations based on [1]. At each time step, cell-cell interactions between all pairs
of cells are evaluated. A standard explicit Euler scheme is used to numerically integrate Eqs. (1) and Eq. (2)
in non-dimensional form, with r = 0.2775µm as the length scale [1], the translational time ⌧t = 5.65s as the
time scale [1] and ✏ = 5 · 10�20J [1] as the energy scale.
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FIG. S4. Heatmaps showing spatially resolved single-cell measurements of growth rate inside three di↵erent biofilms
(a)-(c) at �̇ = 2000s�1 [1]. The growth rate is spatially uniform throughout development.

CONTINUUM SIMULATIONS

Model description

A biofilm is a mixture of several phases, including cells, extracellular polymeric substances (EPS) and
adhesion proteins. In addition to mechanical phases, there are also other relevant fields such as a nematic
order field describing cell orientations and nutrient concentration fields. Multi-phase continuum equations for
growing biofilms have been postulated [4], which can describe inhomogeneous biofilms with spatial nutrient
gradients. However, during the early stages of biofilm growth, the nutrient concentration is approximately
constant, as is the growth rate (Fig. S4) [1]. We assume that when the continuum model is applicable,
the relative volume fraction of cells and extracellular matrix stays approximately constant, and that the
nutrients needed for growth di↵use into the biofilm in a way that does not e↵ect the mechanics. These
assumptions are only valid during the early stages of growth, but allow us to treat the biofilm mechanically
as a single phase system. The specific form of the mechanics is then determined by the constitutive relation
for the stress tensor �. We take the system as growing, but otherwise incompressible, i.e. the biofilm grows
but the density does not significantly fluctuate, an assumption that is valid only in the early stages of biofilm
development. In this case, we must solve a modified incompressibility condition

r · v = g.

Neglecting inertia, the momentum balance takes the form,

r · �dev = rp,

where �dev is the deviatoric part of the stress tensor. All that remains is to choose a constitutive law for
�dev which accounts for both passive and growth stresses. A full constitutive model would account for the
viscoelastic matrix component as well as the nemato-elasticity conferred by the nematic ordering of the cells.
For the minimal continuum model we seek a simplified constitutive law that describes the long time growth
of the biofilm along nematic directions
The extracellular matrix is known to behave viscoelastically, [4] however, a viscoelastic liquid behaves as a

viscous fluid over time scales longer than the relaxation time scale. Since growth occurs over relatively long
time scales, we assume that the extracellular matrix simply contributes a viscous part to the constitutive
equation.
Biofilms are living liquid crystals and have an internal nematic order [1, 5]. We introduce a nematic

order parameter Q measuring the local alignment of the cells [6, 7]. Aside from growth, there are two
contributions to the constitutive relation. First, there is a free energy associated with the alignment of
the cells; thus any distortion away from an aligned state has an energetic cost, and causes a stress to be
exerted on the material. Second, there is anisotropic dissipation depending on whether the macroscopic flow
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is aligned with the nematic director or not, and dissipation when the director field rotates relative to the
fluid.
To create a minimal continuum model, we neglect any anisotropy in the passive part of the stress tensor,

reducing the constitutive equation to that of a Newtonian fluid, �p = 2µD, where D = 1
2 (rv + rvT ).

We neglect the external fluid shear stress experienced by the biofilm in order to examine the mechanism of
growth along nematic directions together with local flow-induced realignment of cells. Order of magnitude
estimates (see main text) show that the external shear is insu�cient to account for any noticible change in the
shape, so we take the external fluid as initially at rest, and of a low relative viscosity (µext = 0.1µ). We also
assume that g is not a function of the pressure or the local alignment strength; each cell grows and divides
at a constant rate independent of the nematic ordering, in agreement with experimental measurements (Fig.
S4).
To account for growth in our consitutive law, we consider the additional stress caused by directed growth.

A growing cell with orientation n, and position y, exerts a force dipole on the surrounding medium,

f(x;y,n) = f�(y + `n� x)n� f�(y � x)n ⇡ �f`nn ·rx�(x� y)

To find the additional contribution to the stress tensor due to such dipoles, we use Kirkwood’s formula [8],

�g = �f`⇢hnni = �⇣ghnni = �⇣g

✓
Q+

1

d
1

◆
.

where Q = hnni�1/d is the nematic order parameter, ⇣ > 0 is a constant, d is the dimension (all simulations
were performed with d = 3), and we have assumed the strength of the dipole is proportional to the growth
rate. The isotropic part of this stress can be absorbed into the pressure; note, however, that the pressure is
a Lagrange multiplier for r · v = g and still accounts for growth.
Since ⇣g = f`⇢ is written in terms of microscopic quantities, its value could in theory be measured. Here,

we take a phenomenological approach. Consider a 3D element of biofilm that is surrounded by a zero viscosity
fluid at zero pressure. Aligning the nematic axis with ẑ, we have

v =

✓
g � a

2
x,

g � a

2
y, az

◆
,

for some 0 < a  g. The combined stress tensor �dev = �dev
p + �dev

a = �⇣gQ+ 2µD is diagonal, with

�
dev
xx = �

dev
yy = µ(g � a) + ⇣gS/3

�
dev
zz = 2µa� 2⇣gS/3,

where Qxx = Qyy = �S/3, Qzz = 2S/3, and S is the strength of alignment. We suppose that for S = 1, i.e.
perfect alignment in the ẑ direction, the only motion is in the ẑ direction. This is possible only for ⇣ = 2µ.
A similar calculation in 2-dimensions requires ⇣ = µ, so

⇣ = (d� 1)µ.

The full continuum equations inside the growing biofilm can be written as

r · v = g

r · �dev = rp

�dev = 2µD � (d� 1)µgQ.
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FIG. S5. The continuum model’s prediction of a transition from asymmetric to symmetric growth is not sensitive
on the model parameters, and is recreated robustly for (a) downstream angle � = ⇡/2, (b) a standard Navier slip
condition, (c) director field transition length at the back of the biofilm a0/H = 0.2 and (d) nematic order parameter
S = 0.6. The values of these parameters used in the main paper are summarized in Table III.

Boundary conditions

This minimal continuum model represents growth along an imposed nematic direction. In order to simulate
the model, we must impose boundary conditions at the biofilm-fluid, and biofilm-surface interface. We take
the external fluid as initially at rest, at which point the phase-field method automatically enforces continuity
at the internal interface.
At the biofilm-surface interface we impose a modified Navier-slip condition, which can be written as

µ
@u

@z
= es(1� (n⇥ ẑ)2)u,

µ
@v

@z
= es(1� (n⇥ ẑ)2)v,

w = 0,

where v = (u, v, w), we have assumed the surface is defined by z = 0, and es is a slip parameter. The
modification from a regular Navier-slip is the inclusion of the (1� (n⇥ ẑ)2), where n is the nematic director.
This is to reflect the fact that horizontal cells continue to grow, leading to biofilm movement along the
surface in areas with many horizontal cells, whereas vertical cells are fully attached to the surface, resisting
movement along the surface. We found that simulations with a regular Navier-slip condition did not produce
qualitatively di↵erent results (Fig. S5).

Imposed nematic field

In our minimal continuum model, we do not directly solve for the nematic field, but impose it based on
experimental data (see Fig. 2e in the main text). Physically, the director field is set by interactions between
the cells and the flow, the cells and the wall, and cell-cell interactions. Verticalization of cells at the base of
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FIG. S6. Key governing parameters in the continuum model and quantitative justification for their values. (a)
Average angle with z (blue) or the flow direction (red) versus number of cells for experiments (dots) and continuum
simulations with chosen values of the key parameters a0 and a1 (lines). The time variable in continuum simulations
was converted to number of cells by fitting an exponential curve to time versus number of cells for n = 3 biofilms
and rearranging the obtained equation. (b) Dependence of the time of transition between phases 2 and 3, as defined
in Fig. 1a, on the parameters a0 and a1 in the continuum model. The line shows the values for which the transition
time is 17h, which is approximately the value found in experiments. Note that a transition still occurs for a range of
values of a0 and a1, showing that the choice of their values does not qualitatively a↵ect the results (see also Fig. S5).
(c) Mean-squared distance (MSD) between average angle curves shown in (a) and experimental values. The values
of a0 and a1 were taken to be the values that minimized the MSD. The heatmaps in (b) and (c) were generated by
performing 24 simulations and interpolating between them. The red crosses in (b) and (c) show the chosen values of
a0 and a1.

the biofilm quickly propagates into the interior, with only a boundary layer of cells at the edge rotated by
the flow. We seek a minimal continuum model to investigate how growth along nematic directions a↵ects
the shape of the biofilm without being a full mechanical model accounting for all stresses and strains of the
system. Therefore we impose the nematic order based on experimental measurements, acknowledging that
this is set by interactions at the single cell scale that our minimal continuum model does not account for.
We take the nematic director as n = (nx, ny, nz) = (cos↵0, sin↵0 sin↵1, sin↵0 cos↵1). The angle ↵0 is

calculated based on the relative distance to the back of the biofilm; given a point (x, y, z) within the biofilm,
the back defined as (x⇤

, y, z), with x
⇤ = maxs{s|(s, y, z) is in biofilm}. The angle ↵0 changes linearly over a

distance a0 from the back, so that

↵0 = min

⇢
⇡

2
� �

x� x
⇤ � a0

a0
,
⇡

2

�
(4)

where � is the angle through which the director field is rotated. A value of � = 1.25 · ⇡
2 was used in

simulations, so the director rotates from being vertical at the front of the biofilm, to being slightly beyond
horizontal at the back, as observed in experiments (see Fig. 3 in the main paper). The rotation through ↵1

ensures that the director rotates outwards, away from the central plane of the biofilm, defined by y = yc.
The angle ↵1 is defined similarly to ↵0, but calculated based on the distance to either the left or the right

side of the biofilm. Defining y+ (y�) = maxs (mins){s|(x, s, z) is in biofilm}, we take

↵+ = max

⇢
⇡

2

(y � y+ + a1)

a1
, 0

�
, ↵� = min

⇢
�⇡

2

(y � y� + a1)

a1
, 0

�
,

↵1 = ↵+ + ↵�.

We found that the numerical results did not depend qualitatively on the parameters a0, a1, or �; a
transition from asymmetric to symmetric growth occured for a wide range of values of these parameters
(Fig. S5). However, the choices of a0 and a1 were the key quantitative control parameters in the model that
determined when the transition occured (Fig. S6).
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Numerical phase-field method

To solve for the biofilm growth numerically we use the phase-field method for complex fluids [9]. We
introduce an order parameter �, where � = +1 in the biofilm and � = �1 outside. When � = ±1 the
equations become the governing equations of each phase. The only regions where this is not true are the
interfacial regions. The width of the interfacial region is set by the choice of mixing energy, which penalizes
interfaces whilst encouraging demixing. By reducing the size of the interface one can take a limit of the phase-
field equations to formally recover the sharp interface equations with correct surface boundary conditions.
Thus, by solving the phase field equations, with a small interface region, one can approximately solve the
full problem without needing to explicitly keep track of the internal interfaces.
Our equations only di↵er from [9], in that in our formulation r · v 6= 0, and consequently an additional

term g(1 � �
2)/2 appears in the Cahn-Hilliard equation, representing growth in interfacial regions. The

phase field equations are,

r · v =
1 + �

2
g,

0 = �rp+r·,T ,

T =
1 + �

2
�dev
b +

1� �

2
�w � �r�⌦r�,

�t + v ·r� =
g(1� �

2)

2
+ �1�r2


�r2

�+
�(�2 � 1)

✏2

�
,

�ext = 2µextD,

�dev
b = 2µD � (d� 1)µgQ,

where ✏ controls the width of the interface, � controls the strength of surface tension and is set so the
e↵ective capillary number is large. A large capillary number ensures that the system is not dominated by
surface tension, so that the biofilm can take non-hemispherical shapes; here it is important to reiterate that
deformation by the imposed flow is not a key driving process of the biofilm dynamics (as discussed in the
main text), and is therefore not accounted for in our continuum model. A large capillary number also means
that the contact angle condition does not a↵ect the numerical solution. �1 sets the time scale for phase field
di↵usion, and µw is the viscosity of water. All parameters used are listed in Table III. Boundary conditions
on � are given by

m ·r� = 0,

m ·rr2
� = 0,

for a boundary with normal m, which, when combined, represent no flux and a contact angle of 90o [9].
We solve the equations in a channel of height H, width H, and length 4H. As long as H is large enough

to contain the biofilm, the choice of H does not a↵ect the solution. We non-dimensionalize the equations
using H as a length scale, 1/g as a time scale (so that v = Hgv⇤, where v⇤ is dimensionless) and similar for
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FIG. S7. Mean nematic order parameter S at gridpoints spaced 2 µm throughout n = 3 biofilms. Error bars show
the standard deviation.

other variables. The equations become

r⇤ · v⇤ =
1 + �

2
g
⇤
,

0 = �r⇤
p
⇤ +r⇤ · T ⇤

,

T ⇤ =
1 + �

2
�⇤
b +

1� �

2
�⇤
w � �

gµH2
r⇤

�⌦r⇤
�,

�
⇤
t⇤ + v⇤ ·r⇤

� =
g(1� �

2)

2
+

�1�

gH4
r⇤2


�r⇤2

�+
�(�2 � 1)

(✏/H)2

�
,

�⇤
ext = 2

µext

µ
D⇤

,

�⇤
b = 2D⇤ � (d� 1)Q,

(5)

where we can identify a number of dimensionless groups. By relating the parameter �, to an e↵ective

surface tension, �eff = 2
p
2

3 �/✏, we can rewrite some of the dimensionless groups in terms of a Capillary
number, Ca = µHg/�eff . The resulting dimensionless groups and dimensional parameters are summarized
in Table III.
At the start of the continuum simulations, the biofilm is a spherical cap with radius r0 and origin (0, 0, z0).

We took z0 < 0, so that the initial shape was flatter than a hemisphere, to slightly better match the biofilm
shape in experiments without breaking the initial symmetry in the xy-plane, although this did not a↵ect
the results strongly. The initial dimensional radius of the biofilm was assumed to be approximately 6 µm,
in agreement with experimental measurements of biofilms at 10 h (see Fig. 3b in the main paper).
We solve the continuum equations (5) using the Dedalus Project [10]. Dedalus is a highly parallelized

framework for solving partial di↵erential equations. It uses pseudospectral methods for spatial discretization.
We use Chebyshev polynomials in the wall-normal direction to enforce boundary conditions and Fourier
polynomials in the streamwise and spanwise direction. The equations are integrated forwards in time using
an implicit-explicit Runga-Kutta scheme. All models are run with resolution 384x1962 in the streamwise,
spanwise, and wall-normal directions.
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Parameter Value Unit Description

H 40 µm Height of the channel.
g 1/8630 s

�1 Growth rate measured from experiments. For a volume V ,
a biofilm obeys V̇ = gV .

Ca 100 E↵ective capillary number.
✏/H 0.01 Ratio of interface thickness and height of the channel.

µext/µ 0.1 Ratio of biofilm and external viscosity.
�1µ/H

2 10�4 E↵ective di↵usivity of the phase-field.
r0/H 0.17 Ratio of radius of initial spherical cap and height of the

channel.
z0/H -0.04 Ratio of the origin of initial spherical cap and height of the

channel.
� 1.25 · ⇡

2 Angle through which the director field rotates in the x-z
plane.

a0/H 0.325 Length of region over which the director field rotates at the
back of the biofilm.

a1/H 0.21 Length of region over which the director field rotates at the
sides of the biofilm.

esH/µ 0.5 Dimensionless slip parameter.
S 0.4 Strength of nematic order measured from experiments (see

Fig. S7).

TABLE III. Continuum simulation parameters.

EXPERIMENTAL DETAILS

Experiments were performed using V. cholerae strain KDV613, also referred to as WT*, which is a
derivative of the N16961 wild type strain (O1 El Tor). Although V. cholerae typically displays a slightly
curved cell body, the strain KDV613 displays a straight cell shape, owing to the deletion of the crvA gene
(VCA1075). This strain also carries the low copy number plasmid pNUT542, which harbors the gene coding
for the superfolder green fluorescent protein (sf-gfp) under the control of a constitutively expressed synthetic
promoter (Ptac). The constitutive fluorescent signal was used to segment the V. cholerae cells in biofilm
images as described previously [1]. Further experimental results to complement those in the main paper are
shown in Figs. S10 and S11.

Calculations for quantitative definitions of phases

Quantitative definitions of each phase are shown in Fig. 1a. The volume of the shell is the flow-facing
surface area of the convex hull multiplied by the cell width. Here the flow-facing surface area is the di↵erence
between the total surface area and the surface area of the base (calculated by taking the 2D convex hull
in the xy plane). The volume of the core is the remaining volume of the convex hull or zero, whichever is
greater. For these calculations, the 10% of cells furthest from the biofilm center of mass were removed to
reduce noise and artifacts.
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FIG. S8. Expansion characteristics in each growth phase. Each marker shows a distance from the founding point
versus number of cells at a single timepoint (n = 3 biofilms). The distances were calculated by taking the minimum
or maximum cell position in each direction, after removing the 10% of cells furthest from the biofilm center of mass,
to reduce noise and artifacts. In phase 1, the biofilm expands fastest downstream. In phase 2, it begins to expand
faster vertically, as cells begin to verticalize. In phase 3, most of the cells are vertical and it expands fastest upwards,
and roughly equally fast in the upstream and downstream directions.
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FIG. S9. Biomass shift versus time from experimental measurements (n = 3 biofilms) and continuum simulations.
Biomass shift is defined as the sum of the biomass flux (shown in Fig. 3b of the main paper) along the flow direction,
normalized by the sum of the absolute values, as described in [1].
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FIG. S10. Intermediate time steps in rotation of cell shown in the Main Text Fig. 1b.
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FIG. S11. In the early stages of growth, cells are predominantly aligned with the flow, with some vertical cells on the
upstream side of the biofilm. The right-hand panels show averaged nematic alignment fields for several experiments
(n = 3, top) and simulations (n = 10, bottom) along the midplane of the biofilm. In each case, the grey area denotes
the region inside the convex hull around gridpoints with a cell number density higher than 0.05 µm�3 per biofilm. The
cell-based simulations recreated the cell alignment fields, consisting of mainly flow-aligned cells with some vertical
cells at the front of the biofilm, suggesting that an applied shear is su�cient to explain their observation in our
experiments.
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